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Preface

Flow-Induced Vibration and Noise, and the physical parameters which control them, are of significant importance to design engineers and operators of systems in a wide range of industries ranging from aerospace, automotive and civil engineering to marine structures, electricity generation and chemical processing. The potential of these phenomena to cause catastrophic failure to engineering systems and unacceptably high levels of environmental and occupational noise has motivated significant effort to understand and mitigate these problems in the interests of human safety.

FIV2012 is the tenth in a series of international conferences on Flow-induced Vibration which started at Keswick in 1973 primarily in response to the needs of the nuclear industry. The conference is held every four years with the 7th and 8th international FIV conferences being held in Lucerne, Switzerland and École Polytechnique, Paris respectively. The most recent in the series was held in Prague in 2008. While many of the problems that appeared in the first FIV conference are still under investigation (e.g. flow induced vibration of tube arrays with cross flow or pipes with axial flow), subsequent conferences have evolved into major international events with a continually wider scope of papers in the field of flow-induced vibration and fluid structure interaction. Furthermore, over the past four decades, noise in confined or bluff body flows has emerged as a related and equally problematic issue to flow-induced vibration.

There has been an Irish contingent at FIV conferences from the outset; Prof. John Fitzpatrick, an Irishman of some renown, was one of the delegates at the very first meeting in 1973. Therefore, we have great pleasure in welcoming over one hundred delegates, coming from every continent, to Trinity College, Dublin to present and discuss their work. This is the proceedings of that meeting.
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ABSTRACT

The subject of this paper is the investigation of the three-dimensional dynamics of a fluid-conveying cantilevered pipe fitted with an end-mass and additionally supported by an array of four springs, attached at a point along its length. In the theoretical analysis, the nonlinear equations of motion are discretized via Galerkin’s method, and the resulting equations are solved via Houbolt’s finite difference scheme along with the Newton–Raphson method. Experiments were conducted and good qualitative and quantitative agreement with the analytical results was obtained.

INTRODUCTION

The linear dynamics of a plain fluid-conveying cantilevered pipe (i.e. without additional springs or other adornments) has been investigated for many years [1-6]. Some early studies on this system in the presence of additional adornments have been conducted [7, 8], considering the system with an intra-span spring, or a system fitted with additional point masses [9, 10, 11]. The first linear study on a cantilevered pipe with both intra-span spring support and an additional point mass has been conducted in [12], finding that in some cases there arise two Hopf bifurcations, involving different flutter modes, separated by a region of stability.

The first studies on the nonlinear dynamics of fluid-conveying pipes, in the 1980s [13, 14], coincide with the development of theoretical models for the study of 3-D motions of the pipe. Soon after, in the late 1980s and the 90s, the first nonlinear studies on the system with intra-span spring support [15-17] and an end-mass [18] started appearing. The work in [17] was later extended for 3-D motions of pipes fitted with an end-mass and an intra-span spring support [19-22]. Building on the work in [19-22], here the nonlinear 3-D dynamics of the system is explored in the simultaneous presence of an end-mass and intra-span spring support. The incentive is the expectation that, since each of these added features engenders very interesting dynamics, the two together would do so even more.

PROBLEM STATEMENT, EQUATIONS OF MOTION, AND METHOD OF SOLUTION

Problem statement

A schematic representation of the system considered is shown in Fig.1 (a, b). The system consists of a tubular beam of length $L$, inner/outer diameter $D_i/D_o$, flexural rigidity $EI$, density $\rho_p$, and mass per unit length $m_i$, conveying fluid of density $\rho_f$ and mass per unit length $M$, with flow velocity $U$. A concentrated mass $m_e$ is attached to the free end of the pipe and an array of four springs of individual stiffness $k$, arranged at an angle $\theta$ with respect to the $z$ axis, is attached to the pipe at a distance $s = L_o$, $s$ being the distance along the generally deformed pipe, measured from the clamped end.

3-D nonlinear equations of motion

The three-dimensional (3-D) nonlinear equations of motion, for the system with additional intra-span spring support as well as an end-mass, have been derived previously in Ref. [19] via Hamilton’s principle.

The resultant equations in dimensionless form in the two orthogonal directions $y$ and $z$ (Fig.1(b)) are given by
FIG. 1. SCHEMATIC REPRESENTATION OF A FLUID CONVEYING CANTILEVERED PIPE WITH AN ARRAY OF INTERMEDIATE SPRINGS AND AN END-MASS: (a) DEFORMED SYSTEM; (b) TOP VIEW SHOWING THE FOUR-SPRING CONFIGURATION, LOCATED ALONG THE PIPE LENGTH AT $X = L_0$. 

\[ \eta'''' + \left[1 + \Gamma \delta(\xi - 1)\right] \eta + 2u\sqrt{\beta} \eta'' + u^2\eta'' \]

\[ + \gamma \left[1 + \Gamma \delta(\xi - 1)\right] \eta'' + \left[1 + \Gamma \delta(\xi - 1)\right] \eta'' \]

\[ + \gamma \left[1 + \Gamma \delta(\xi - 1)\right] \eta'' + \left[1 + \Gamma \delta(\xi - 1)\right] \eta'' \]

\[ - \gamma \left[\frac{1}{2} \eta'''' - \frac{1}{2} \eta''''\right] \left[1 + \Gamma \delta(\xi - 1)\right] \eta'' \]

\[ + 2u\sqrt{\beta} \left[\eta'''' + \eta'' + \eta''''\right] \left[1 + \Gamma \delta(\xi - 1)\right] \eta'' \]

\[ + \sqrt{\beta} \left[\eta'''' + \eta'' + \eta''''\right] \left[1 + \Gamma \delta(\xi - 1)\right] \eta'' \]

\[ + \left[\frac{1}{2} \eta'''' + \frac{1}{2} \eta''''\right] \left[1 + \Gamma \delta(\xi - 1)\right] \eta'' \]

\[ + 2u\sqrt{\beta} \left[\eta'''' + \eta'' + \eta''''\right] \left[1 + \Gamma \delta(\xi - 1)\right] \eta'' \]

\[ + \sqrt{\beta} \left[\eta'''' + \eta'' + \eta''''\right] \left[1 + \Gamma \delta(\xi - 1)\right] \eta'' \]

\[ + \left[\frac{1}{2} \eta'''' + \frac{1}{2} \eta''''\right] \left[1 + \Gamma \delta(\xi - 1)\right] \eta'' \]

\[ + O(\varepsilon^0) = 0; \]

\[ \xi'''' + \left[1 + \Gamma \delta(\xi - 1)\right] \xi + 2u\sqrt{\beta} \xi'' + u^2\xi'' \]

\[ + \gamma \left[1 + \Gamma \delta(\xi - 1)\right] \xi'' + \gamma \left[1 + \Gamma \delta(\xi - 1)\right] \xi'' \]

\[ + \gamma \left[1 + \Gamma \delta(\xi - 1)\right] \xi'' + \gamma \left[1 + \Gamma \delta(\xi - 1)\right] \xi'' \]

\[ - \gamma \left[\frac{1}{2} \xi'''' + \frac{1}{2} \xi''''\right] \left[1 + \Gamma \delta(\xi - 1)\right] \xi'' \]

\[ + 2u\sqrt{\beta} \left[\xi'''' + \xi'' + \xi''''\right] \left[1 + \Gamma \delta(\xi - 1)\right] \xi'' \]

\[ + \sqrt{\beta} \left[\xi'''' + \xi'' + \xi''''\right] \left[1 + \Gamma \delta(\xi - 1)\right] \xi'' \]

\[ + \left[\frac{1}{2} \xi'''' + \frac{1}{2} \xi''''\right] \left[1 + \Gamma \delta(\xi - 1)\right] \xi'' \]

\[ + O(\varepsilon^0) = 0; \]

where
The dimensionless equations of motion, Eqs. (1) and (2), are discretized via the Galerkin method using the.

eigenfunctions of a plain cantilevered beam as appropriate comparison functions. Houbolt’s finite difference scheme.

along with the Newton-Raphson method are employed to solve the resultant discretized equations, yielding the time-varying.
generalized coordinates. From time histories of the dimensionless distance along the pipe from the fixed end.

and whether they are related (x, y, or z) and their directions, respectively. In Figs. (3) and (4).

initial conditions must be utilized. If all initial conditions, for all generalized coordinates, are in one direction only, the resultant.

solution is 2-D in that direction, even if a set of initial conditions with components both in the y and z directions.

PSDs have been obtained via the Fast Fourier Transform technique.

In the results presented in this study, eight beam modes are employed in each transverse direction (η and ζ directions); totaling 16 beam modes. This is sufficient to give converged results. To make sure that this is true, 10 beam modes in each direction (totaling 20 beam modes) have been employed, and convergence was confirmed.

Of course, to obtain η(ξ, τ) and ζ(ξ, τ), initial conditions must be used. If all initial conditions, for all generalized coordinates, are in one direction only, the resultant solution is 2-D in that direction, even if a set of initial conditions with components both in the y and z directions yields 3-D motion; obviously the latter is preferred. All results presented in this study have been obtained using the same initial conditions for all flow velocities.

In the theoretical calculations, the following parameters, corresponding to the system used in the experimental study, have been used: L = 0.443 m, D1 = 6.4 mm, D2 = 15.7 mm, EI = 7.42 × 10^9 Nm^2, ρ = 1167 kg/m^3, ρf = 999 kg/m^3, m = 0.189 kg/m, M = 0.0320 kg/m, L0 = 0.0635 m, k = 17.63 N/m, R1 = 0.1160 m and 0.1640 m (for ϑ = 0° and 45°, respectively); γ = 25.3, β = 0.145 and Γ = 0.1.

THEORETICAL RESULTS

The spring-support is located at ξ = 0.2, near the clamped end of the pipe, and for the sample results presented in this paper all four springs are in the same plane; ϑ = 0° (see Fig.1), two on each side. A point mass with Γ = 0.1 is attached at the free end.

The bifurcation diagram for this system, illustrating the dimensionless maximum and minimum free-end displacements η and ζ, respectively in the y and z directions, versus dimensionless flow velocity, u, is shown in Fig.2.
As shown, the system remains at its original equilibrium position prior to losing stability by a supercritical Hopf bifurcation in the $\eta$ direction at $u = 5.6$, giving rise to a periodic oscillation. Figure 3 shows (a) the time history, (b) the motion of the free end (tip) of the pipe in a plane perpendicular to the pipe, (c) the phase-plane portrait for the $\eta$ motion, (d) a PSD plot for the $\eta$ motion, showing the main frequency of oscillation $f = 2.93$ (in cycles per dimensionless second), as well as harmonics thereof, (e) the PDF of the $\eta$ motion, displaying two prominent peaks at the extremes of the displacement as an identifier of periodic motion, and (f) the autocorrelation of the $\eta$ motion, which is periodic with time.

At $u = 9.2$ (see Fig. 2), the motion is 3-D quasiperiodic, with larger amplitude in the $\zeta$ direction (in the plane of the springs and the pipe). The return to periodic flutter at $u = 9.3$ is accompanied by an amplitude jump, as shown very clearly in Fig. 2. Before the amplitude jump, say at $u = 9.0$ the motion is periodic and it involves mainly first and second beam-mode travelling-wave\(^1\) components, the latter being dominant; whereas, at $u = 9.3$, the motion is again periodic but of considerably smaller amplitude, with the third beam-mode dominant. This jump phenomenon is also accompanied by a frequency jump from $f = 3.42$ at $u = 9.0$ to $f = 6.65$ at $u = 9.3$.

At $u = 9.8$, the system oscillates in the $\zeta$ direction as well; the 3-D periodic oscillation displays a figure-of-eight-cross-sectional form. This periodic motion becomes 3-D quasiperiodic once again at $u = 10.0$, as seen in Fig. 4 ($f_1 = 0.47$ and $f_2 = 6.47; f_3 = 2f_2 - f_1$ and $f_4 = 3f_2 - 2f_1$ et seq.).

The motion becomes chaotic in the range $10.2 \leq u \leq 11.6$, except for a window at $u = 11.4$, where the motion is periodic.

---

\(^1\) A travelling-wave component is characterized by the instantaneous node(s) and antinode(s) moving with time along the pipe.
The flow rate was increased from zero gradually, allowing enough time for the transient motions to die out. The dynamical behaviour of the system was first observed qualitatively, before undertaking any measurements.

(ii) The experiment was then repeated several times, this time recording the flow velocities at which the qualitative behaviour changed (higher order bifurcations occurred), along with video recordings of the observed motions.

(iii) For each state, the displacement of a point along the pipe length was measured with the Optron 806-50-X instrument, which is a non-contacting optical tracking system, allowing the measurement of the transverse displacement of that point of the pipe.

(iv) The recorded signal (time trace) was filtered and stored in the computer by means of LabVIEW. An FFT spectral analysis was then made by implementing Welch’s method in MATLAB. The FFTs, PDFs and autocorrelations helped in identifying periodic, quasiperiodic and chaotic oscillations.

The experimental results along with their theoretical counterparts are given in the form of a table for various bifurcations. The values of dimensionless flow velocities and frequencies are accurate to within ±0.05. It is also helpful to mention that, for quasiperiodic motions, the two fundamental frequencies have been chosen in a consistent manner in both the theoretical and experimental PSDs.

Experimental results showed that planar flutter involving only the \( \eta \) motion developed at \( u = 5.4 \) with frequency \( f = 2.9 \). As the flow rate was increased, the amplitude of flutter increased and the oscillation became quasiperiodic at \( u = 9.9 \), with fundamental frequencies \( f_1 = 0.75 \) and \( f_2 = 2.11 \). Increasing the flow velocity a little, an amplitude reduction occurred at \( u = 10 \) with \( f = 5.9 \) accompanied by \( \eta \)-motion flutter. The pipe ultimately developed to chaotic-like\(^2\) motion at \( u = 10.5 \), with a dominant periodic component of \( f = 6.1 \). Before the amplitude reduction, the travelling-wave flutter was mainly associated with the second beam-mode travelling-wave component, and after that the third beam-mode.

As seen in Table 1, the experimental results are in good agreement with the theoretical ones, not only qualitatively but also quantitatively.

Other theoretical and experimental results, e.g. for \( \theta = 45^\circ \), are available, displaying similarly good agreement between the two.

**CONCLUSIONS**

In this paper, the 3-D nonlinear dynamics of a cantilevered pipe fitted with an end-mass and additionally supported by an intra-span spring array has been investigated theoretically and experimentally.

As the flow velocity was increased, a succession of bifurcations occurred, with intervals of periodic, quasiperiodic and chaotic oscillations, involving two- or three-dimensional motions.

The same system was investigated experimentally and agreement with the theoretical predictions was found to be good. Thus, the theoretical model has been broadly validated.

\(^2\) There is a strong periodic component plus a small chaotic component.
TABLE 1
FLOW VELOCITIES AND FREQUENCIES OF BIFURCATION POINTS FOR THE SYSTEM WITH $\xi_c = 0.2$, $\theta = 0^0$ AND $\Gamma = 0.1$:

THEORY VERSUS EXPERIMENT

<table>
<thead>
<tr>
<th>Values of $u$</th>
<th>Values of $f^d$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Theory</td>
<td>Experiment</td>
</tr>
<tr>
<td>Planar flutter</td>
<td>5.6</td>
</tr>
<tr>
<td>First quasiperiodic motion (3D)</td>
<td>9.2</td>
</tr>
<tr>
<td>First planar oscillation after the amplitude reduction</td>
<td>9.4</td>
</tr>
<tr>
<td>Chaos (chaotic in theory and chaotic-like in experiment)</td>
<td>10.2</td>
</tr>
</tbody>
</table>

$^1 f$ is dimensionless frequency (cycles per dimensionless second).
$^4$ The experimental apparatus could not reach $u$ greater than 11.8.
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ABSTRACT
The two-dimensional motion of a slender elastic fluid-carrying tube is considered. The tube is clamped at the upper end, at its lower end a point mass is fixed, and at some intermediate position two springs support the tube in transversal direction. Adopting model equations for the tube-liquid system from previous works, the loss of stability of the trivial position of the tube is investigated. While a linear stability analysis indicates several possibilities of stability losses, special attention is paid to the Hopf-Hopf (coupled Flutter) instability where the occurrence of a \((1:3)\) internal resonance is detected for distinct parameter values. In a non-linear analysis the post-bifurcation behaviour is investigated for the case of the \((1:3)\) resonance. For limiting cases, the dynamics of the tube is shown to be described by Duffing’s and by Mathieu’s equation, respectively, associated with (quasi)periodic motions of the tube.

INTRODUCTION
Motivated by the article [1], we consider a slender elastic tube according to Fig.1, which is clamped at the upper end and has a point mass \(m\) fixed to its lower end \(s = l\). Only two-dimensional motions are considered, where \(u\) and \(z\) denote the horizontal and the vertical displacement, respectively, of a tube element. The centerline of the tube is assumed to be inextensible, and the fluid being carried has a constant relative velocity \(U\) relative to the tube tangent to the centerline. Two springs with constants \(c\) are fixed to the tube at the position \(s = l \xi\) (with \(0 < \xi < 1\)) and exert forces only in horizontal direction. The material of the tube obeys a Kelvin-Voigt material law [2], where the coefficient \(\alpha\) describes the internal damping. \(g\) denotes the gravity acceleration vector. We adopt the model equations for the tube system from the literature, see [2–4]. With \(m_T\) and \(m_F\) denoting the masses per unit length of the tube and the fluid, respectively, and \(EJ\) denoting the flexural rigidity of the tube, the model equations may be non-dimensionalized according to the following change of variables and definitions of parameters:

\[
\begin{align*}
    s &\rightarrow \frac{s}{l}, & t &\rightarrow \sqrt{\frac{EJ}{m_T + m_F}} \frac{t}{l^2}, & u &\rightarrow \frac{u}{l}, \\
    \alpha &\rightarrow \sqrt{\frac{J}{(m_T + m_F)E}} \frac{\alpha}{l^2}, & c &\rightarrow \frac{2l^3}{EJc},
\end{align*}
\]

∗Address all correspondence to this author.
\[
\beta := \frac{m_F}{m_T + m_F}, \quad \gamma := \frac{m_T + m_F}{EJ} \ell g, \quad (3)
\]
\[
\Gamma := \frac{m}{(m_T + m_F)\ell}, \quad \rho := \sqrt{\frac{mFc}{EJ}} l, \quad (4)
\]

The dimension-free governing equations then read in the standard form of a dynamical system:

\[
w = (w_1, w_2) = (u, \dot{u}), \quad \lambda = (\rho, \Gamma, \alpha, \xi), \quad (5)
\]
\[
\dot{w} = A(\lambda)w + g(w, \lambda), \quad A(\lambda) = \begin{pmatrix} 0 & 1 \\ -C & -B \end{pmatrix}, \quad (6)
\]

with the differential operators \(B\) and \(C\) given by

\[
Cw_1 = w_1'''' + \rho^2 w_1'' - \gamma[(1 + \Gamma - s)w_1''], \quad (7)
\]
\[
Bw_2 = \alpha w_2'' + 2\sqrt{\beta} \rho w_2'. \quad (8)
\]

Here, primes denote partial derivatives with respect to \(s\). The vector \(g\) contains the non-linear part of the equations of motion, and the parameters collected in the vector \(\lambda\) are the distinguished parameters of the problem. The deflection \(z\) then follows with eq.(5) from the kinematic boundary condition

\[
(u')^2 + (z')^2 = 1, \quad (9)
\]

which represents the inextensibility constraint. It should be noted that neither the friction force between the tube an the fluid enters eqs.(5) and (6) as it is an inner force of the system, nor does the fluid pressure, which gives rise to a force on the tube element only in axial direction that can be eliminated by using D’Alembert’s principle. The supplementary boundary and intermediate conditions in linearized form are

\[
s = 0: \quad w_1 = w_1' = 0, \quad (10)
\]
\[
s = \xi: \quad w_1''''(\xi +) + \alpha w_2''''(\xi +) - w_1''''(\xi-) - \alpha w_2''''(\xi-) = -cw_1(\xi), \quad (11)
\]
\[
s = 1: \quad w_1'''' + \alpha w_2'''' = \Gamma(\gamma w_1 + w_2), \quad w_1'' + \alpha w_2'' = 0, \quad (12)
\]

The conditions (10)-(12) represent the clamping at the upper end of the tube, the intermediate force jumping due to the elastic support, the force due to the fixed point mass and the zero bending moment at the free end of the tube, respectively.

The equations of motion (6) as well as the boundary conditions (10)-(12) possess a \(Z_2\) symmetry which represents the symmetry of the system with respect to reflections at the vertical axis through the origin.

**LINEAR STABILITY ANALYSIS**

Performing a linear stability analysis of the straight downhanging (trivial) equilibrium position of the tube \((u = 0, \dot{u} = 0)\) is achieved by quasistatically increasing one of the distinct parameters in \(\lambda\) with all the other parameters held fixed, until (at least) one real part of an eigenvalue of \(A\) will become zero, in case of which the trivial position becomes unstable. Dependent on the parameter ranges, the following cases may be encountered (\(\mathbf{J}_c\) denotes the critical submatrix of the Jordan form of \(A\)):

1. **Static (steady-state) bifurcation**: simple zero eigenvalue of \(A\)

\[
\mathbf{J}_c = (0) \quad (13)
\]

2. **Hopf bifurcation**: purely imaginary eigenvalues \(\pm i\omega\) of \(A\)

\[
\mathbf{J}_c = \begin{pmatrix} 0 & -\omega \\ \omega & 0 \end{pmatrix} \quad (14)
\]

3. **Takens-Bogdanov bifurcation**: double zero eigenvalue of \(A\)

\[
\mathbf{J}_c = \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix} \quad (15)
\]

4. **Hopf-Hopf bifurcation coupling**: two pairs of purely imaginary eigenvalues \(\pm i\omega_1, \pm i\omega_2\) of \(A\)

\[
\mathbf{J}_c = \begin{pmatrix} 0 & -\omega_1 \\ \omega_1 & 0 \\ 0 & -\omega_2 \\ \omega_2 & 0 \end{pmatrix} \quad (16)
\]

Although more degenerate cases of stability loss may be of interest (cf. [5], [3]), we will focus on case (4) in the present study.

Solving the equation of motions (6) for the different cases (1)-(4) leads to a three-point boundary value-inverse eigenvalue problem of a system of four 1st-order ordinary differential equations, which was solved numerically using the code BOUNDSCO [6] and a homotopy method [7]. The numerical values for the parameters were taken from measurements of [1]:

\[
E = 2558 \text{N/m}^2, \quad J = 0.290 \text{cm}^4, \quad (17)
\]
\[
l = 44.3 \text{cm}, \quad m_F = 0.0320 \text{kg/m}, \quad (18)
\]
\[
m_T = 0.189 \text{kg/m}, \quad g = 9.81 \text{kg/ms}^2 \quad (19)
\]
In comparing with results in [1], it should be noted that no material damping has been included in [1], in contrast to the present study. This is of no concern for the instability boundaries with respect to steady-state bifurcations, but the Hopf instability boundaries may be influenced appreciably by the inclusion of material damping.

Figure 2 shows the resulting stability boundaries with respect to the static and to the Hopf instability for the parameter values indicated. While all the other parameters are fixed, Fig.2 shows the critical values of $\rho$ in dependence on the value of $c$. As can be observed, for certain parameter constellations the coupled cases of a Takens-Bogdanov instability (case (3), eq.(15)), and of a Hopf-Hopf instability (case (4), eq.(16)) occur. The latter case is associated with a point at which the stability curve intersects with itself (“loop”), leading to an instability with two different eigenfrequencies $\omega_1$ and $\omega_2$ of the system. Such cases are of interest with respect to the dynamics, since if the two frequencies are multiples of each other, a so called internal resonance will occur, which leads to a different post-bifurcation behaviour compared to the non-resonant case, as we will show later in the non-linear analysis of the problem in the next section.

In Fig.3 the two black curves represent the instability boundaries with respect to a Hopf-instability for two different values of the parameter $\Gamma$. Now letting the parameter $\Gamma$ vary (along with $\rho$ and $c$), the red line shows the points at which the Hopf-instability curves intersect with themselves, starting (arbitrarily) from the point marked by the black cross and terminating in the point marked by the red cross. The red crossed point is the threshold beneath lower values of $\Gamma$ no Hopf-Hopf couplings exist.

Figure 4 shows the squared fraction of the frequencies $\omega_1$ and $\omega_2$ as a function of $c$ along Hopf-Hopf instability boundaries for the indicated parameter values held fixed. The red line in Fig.4 corresponds to the red line in Fig.3, where the red crossed point again marks the threshold for the existence of the Hopf-Hopf coupling. The black and blue curves correspond to different values of the same parameters held fixed. At that threshold, the two eigenfrequencies $\omega_1$ and $\omega_2$ merge for all the cases. As can be observed, the variation of the frequency fraction depends moderately on the parameter $\Gamma$ but strongly on the parameter $\alpha$. 

FIGURE 2: STABILITY DIAGRAM. FIXED PARAMETER VALUES $\xi = 0.78$ AND $\alpha = 2 \times 10^{-3}$. BLUE LINE: STATIC INSTABILITY (CASE (1), EQ.(13)), BLACK AND RED LINE: HOPF INSTABILITY (CASE (2), EQ.(14)).

FIGURE 3: STABILITY DIAGRAM SHOWING HOPF-HOPF INSTABILITY COUPLING (RED LINE). FIXED PARAMETER VALUES $\xi = 0.78$ AND $\alpha = 2 \times 10^{-3}$.

FIGURE 4: SQUARE OF THE FREQUENCY RATIO ALONG HOPF-HOPF STABILITY COUPLINGS FOR DIFFERENT BUT FIXED PARAMETER VALUES AS INDICATED.
Furthermore, the existence of an \((1 : 3)\) internal resonance for all the cases can be observed. The distinct parameter values for \(\rho\) and \(\Gamma\) on the occurrence of an \((1 : 3)\) internal resonance are indicated for the red curve. This low-order resonance is of specific interest because it is the lowest order resonance leading to a different (more complex) post-bifurcation behavior in case of a stability loss with respect to Hopf instabilities, as we will explain in the next section.

**NON-LINEAR STABILITY ANALYSIS**

**Dimensional Reduction and Bifurcation Equations**

To gain insight into the dynamics of the tube-liquid system in case of stability loss with respect to a Hopf (flutter) instability and the couplings therein, the techniques of dimensional reduction and the transformation to normal form is applied, see [3, 8]. By considering only the critical submatrix \(J_c\) of \(A\), a near-identity but non-linear transformation on the variables is applied in a way such that as many of the (lowest order) non-linear terms can be eliminated. The resulting bifurcation equations still contain the complete dynamics of the system. This procedure is standard for the Hopf and Hopf-Hopf instability and can be found, e.g., in [3, 8]. In case of a simple Hopf bifurcation, the dimension of the critical submatrix is \(\text{dim}(J_c) = 2 \times 2\), and the reduction process leads to two bifurcation equations, which can be summarized in one equation in complex notation \(z_1 \in \mathbb{C}\)

\[
\dot{z}_1 = (\lambda + i\omega + A_1|z_1|^2)z_1 + \mathcal{O}(z_1^3) \tag{20}
\]

Here, all quadratic terms and all cubic terms except for the one retained in eq.(20) have been eliminated. Higher order non-linearities, which are of \(\mathcal{O}(z_1^3)\) in this case, will be omitted. This is justified as long as \(A_1\) will not become zero. The parameter \(\lambda\) introduced in eq.(20) is an unfolding parameter needed to investigate the different cases of post-bifurcation behaviour in case of loss of stability. Since the co-dimension of this problem is one, only one unfolding parameter is involved.

In case of a Hopf-Hopf interaction bifurcation without low-order internal resonances, \(\text{dim}(J_c) = 4 \times 4\) and the bifurcation equations are

\[
\dot{z}_1 = (\lambda + i\omega_1 + A_1|z_1|^2 + A_2|z_2|^2)z_1 + \mathcal{O}(z_1^3, z_2^3) \tag{21}
\]

\[
\dot{z}_2 = (\mu + i\omega_2 + A_4|z_1|^2 + A_5|z_2|^2)z_2 + \mathcal{O}(z_1^3, z_2^3) \tag{22}
\]

with \(z_1, z_2 \in \mathbb{C}\) and two unfolding parameters \(\lambda\) and \(\mu\). Note that neither eq.(20) nor eqs.(21) and (22) contain even order non-linear terms, which is a consequence of the reduction process in which the \(\mathbb{Z}_2\) symmetry is maintained in the bifurcation equations.

For the case of a Hopf-Hopf interaction bifurcation in presence of low-order resonances, the normal form can be calculated with the aid of the so-called resonance condition. If a \((\omega_1 : \omega_2) = (1 : m)\)-resonance with given frequencies \(\omega_1\) and \(\omega_2\) of integer fraction \(m\) is present, the resonance condition reads (see [3])

\[
\begin{align*}
m_1(i\omega_1) + m_2(-i\omega_1) + m_3(i\omega_1 + m_4(-i\omega_1) &= i\omega_1 \tag{23} \\
m_1(i\omega_1) + m_2(-i\omega_1) + m_3(i\omega_1 + m_4(-i\omega_1) &= im\omega_1. \tag{24}
\end{align*}
\]

If this condition can be fulfilled with certain integers \(m_1, m_2, m_3\) and \(m_4\), the corresponding monomial non-linear term cannot be eliminated by the reduction process and therefore must be retained in the bifurcation equations.

Table 1 gives an overview of the smallest integers fulfilling the resonance conditions eqs.(23) and (24) for the case of a \((1 : 2)\) internal resonance, i.e. \(m = 2\). The last column indicates the monomials which cannot be eliminated. As can be seen, some quadratic terms could not be eliminated, but such terms are not present in the critical equations, and some cubic terms must be retained. These cubic terms are already present in the non-resonant case, cf. eqs. (21) and (22). Hence, the dynamics (and the bifurcation equations) remain unchanged with respect to the non-linear behaviour in the case of a \((1 : 2)\) internal resonance compared to the non-resonant case.

| \[
\begin{array}{cccc}
\text{eq.}(23) & m_1 & m_2 & m_3 & m_4 \\
2 & 1 & 0 & 0 & |z_1|^2z_1 \\
1 & 0 & 1 & 1 & |z_2|^2z_1 \\
0 & 1 & 1 & 0 & z_1z_2 \\
\end{array}
\]

| \[
\begin{array}{cccc}
\text{eq.}(24) & m_1 & m_2 & m_3 & m_4 \\
1 & 1 & 1 & 0 & |z_1|^2z_2 \\
0 & 0 & 2 & 1 & |z_2|^2z_2 \\
2 & 0 & 0 & 0 & z_1^2 \\
\end{array}
\]

This is different in the case of a \((1 : 3)\) internal resonance. Table 2 shows the resonance condition for that case, i.e. \(m = 3\). Two new cubic terms, highlighted in red in Tab.2, have to be retained in the bifurcation equations compared to the non-resonant case. The \((1 : 3)\) resonance therefore is the lowest order internal resonance leading
to a different post-bifurcation behaviour compared to the non-resonant case.
The resulting bifurcation equations for a Hopf-Hopf interaction bifurcation in case of an \((1 : 3)\) internal resonance are

\[
\dot{z}_1 = (\lambda + i\omega + A_1|z_1|^2 + A_2|z_2|^2)z_1 + A_3\overline{z}_1z_2, \quad (25)
\]

\[
\dot{z}_2 = (\mu + 3i\omega + i\delta + A_4|z_1|^2 + A_5|z_2|^2)z_2 + A_6\overline{z}_1^3, \quad (26)
\]

where the additional terms compared to the non-resonant case are highlighted in red.
Equations (25) and (26) can be conveniently rewritten in polar co-ordinates \(z_i = r_i e^{i\phi_i} \quad (i = 1, 2)\)

\[
\dot{r}_1 = (\lambda + \text{Re}A_1 r_1^2 + \text{Re}A_2 r_2^2) + \text{Re}[A_3 e^{i(3\phi_1 - \phi_2)}] r_1^2 r_2, \quad (27)
\]

\[
\dot{r}_2 = (\mu + \text{Re}A_4 r_1^2 + \text{Re}A_5 r_2^2) + \text{Re}[A_6 e^{i(3\phi_1 - \phi_2)}] r_1^3, \quad (28)
\]

\[
(3\phi_1 - \phi_2)' = -\delta + (3\text{Im}A_1 - \text{Im}A_4) r_1^2 + (3\text{Im}A_2 - \text{Im}A_5) r_2^2 + 3\text{Im}[A_3 e^{i(3\phi_1 - \phi_2)}] r_1 r_2 - \text{Im}[A_6 e^{i(3\phi_1 - \phi_2)}] r_1^3 r_2^{-1}, \quad (29)
\]

where again the additional terms compared to the non-resonant case are highlighted in red. The two equations resulting for the angles \(\phi_1\) and \(\phi_2\) have been added up to one eq.(29) for the resonance angle \((3\phi_1 - \phi_2)\). An additional unfolding parameter \(\delta\) has been added in eq.(29) to account for the “detuning” of the resonance angle, yielding a co-dimension three problem. The values for the complex coefficients \(A_i\) \((i = 1, \ldots, 6)\) have to be computed numerically. This was done by discretizing the tube system into 16 rigid parts coupled to each other by rotational springs and dampers and solving the resulting algebraic problem by MATHEMATICA. The values for the parameters were taken as \(\xi = 0.886, \Gamma = 0.099, \lambda = -0.1\) and \(\mu = 0.146, \alpha = 0.018\) and \(\gamma = 25.3\), where the resulting Hopf-Hopf interaction occurs for \(c = 121\) and \(\rho = 9.03\).

Table 3 shows the results for the complex coefficients \(A_i\) \((i = 1, \ldots, 6)\) in eqs.(27)-(29).

### Table 2: Resonance Condition for \(m = 3\)

<table>
<thead>
<tr>
<th>eq.(23)</th>
<th>(m_1)</th>
<th>(m_2)</th>
<th>(m_3)</th>
<th>(m_4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>(z_1^2z_1)</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>(z_2^2z_1)</td>
</tr>
<tr>
<td>0</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>(\overline{z}_1z_2)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>eq.(24)</th>
<th>(m_1)</th>
<th>(m_2)</th>
<th>(m_3)</th>
<th>(m_4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>(z_1^2z_2)</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>2</td>
<td>1</td>
<td>(z_2^2z_2)</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>(z_1^3)</td>
</tr>
</tbody>
</table>

### Table 3: Complex Coefficients \(A_i\) \((i = 1, \ldots, 6)\) in the Bifurcation Equations (27)-(29) in Case of a \((1 : 3)\) Internal Resonance

| \(A_1\) | \(14.4 + 22.7i\) |
| \(A_2\) | \(0.155 + 0.186i\) |
| \(A_3\) | \(-2.23 + 2.67i\) |
| \(A_4\) | \(33.0 - 2.19i\) |
| \(A_5\) | \(-0.00127 + -0.00122i\) |
| \(A_6\) | \(25.8 - 42.9i\) |

### Figure 5: Bifurcations of \(r_1\) for Fixed Value of \(\lambda\)

\(\beta = 0.146, \alpha = 0.018\) and \(\gamma = 25.3\), where the resulting Hopf-Hopf interaction occurs for \(c = 121\) and \(\rho = 9.03\).
As can be seen in Fig. 5, the stable trivial equilibrium undergoes two subcritical pitchfork bifurcations, where only the second bifurcation at $\mu = 0$ leads to stable non-trivial equilibria, whereas all other branches are unstable. The stability of the equilibria can be calculated from eqs.(27) and (28) by linearizing the equations around the equilibrium and calculating the corresponding eigenvalues. An analogous diagram can be obtained for $r_1$, which shows two supercritical pitchfork bifurcations with non-trivial but all unstable branches for the equilibria of $r_1$.

Figure 6 shows the stability diagram resulting from an unfolding of the bifurcation equations (27) and (28) for the non-resonant case, along with the corresponding solutions in phase space ($r_1, r_2$). The two solid lines separate regions of different numbers of equilibria of $r_1$ and $r_2$ (note that for visibility reasons the inclination of one of the lines has been enlarged by a factor of 100). The trivial equilibrium $r_1 = r_2 = 0$ is present in every region, but it is stable only in the lower left quadrant. The grey shaded area indicates the region where non-trivial values for the equilibria of both $r_1$ and $r_2$ exist. The dashed line shows a representative loading path, corresponding to quasistatically increasing one (or a linear combination of two) distinguished parameters, e.g. $\rho$. In region 1, two equilibria exist, from which only the trivial one is stable. Entering region 2, an additional third but unstable equilibrium appears. Proceeding to region 3 (which is very small), four equilibria are present, where the trivial equilibrium becomes a saddle point, and the only stable equilibrium is the one with $(r_1 = 0, r_2 \neq 0)$, as was already concluded from Fig.5. Proceeding further to region 4, only three equilibria are present, all of which are unstable. The other phase portraits are self-explaining.

Since there is only one stable non-trivial equilibrium possible (the one in region 3), the tube performs quasiperiodic oscillations with almost constant frequency $\omega_2$ and almost constant amplitude $r_2$ in that case.

**Unfolding in the Case of an (1 : 3) Internal Resonance**

As can be seen from eqs.(27)-(29) with the terms in red now included, the general solutions for the equilibria and the corresponding unfolding is much more complex, since the equations do not decouple any more. Nevertheless, one can conclude that the equilibria with $r_1$ are identical to the equilibria in the non-resonant case with $A_3 = A_6 = 0$.

In investigating the non-trivial equilibrium point ($r_1 \neq 0, r_2 \neq 0$), one can consider two limiting cases: First, we consider the limiting case of $r_2 \ll r_1$, which corresponds to the grey shaded area of Fig.6 close to the lower bound-

\[
\frac{\text{Re} \lambda}{\text{Re} \lambda_1} A_1 = \lambda\]

Plugging into eqs.(25) and (25) an ansatz

\[
z_1 = r_1 e^{i\Omega t},
\]

\[
z_2 = r_2 e^{3i\Omega t} + \varphi
\]

with $\Omega = \omega + \text{Im} \lambda_1 r_1^2$ one observes that $r_1 \approx \text{const}$, as eq.(25) reduces to a decoupled equation as in the non-resonant case. The corresponding equations for $r_2$ and
the phase angle \( \phi \) can be written as

\[
\dot{r}_2 = \nu r_2 + \text{Re} A_3 r_1^2 + \alpha_6 \cos(\beta_6 - \phi) r_1^3, \tag{32}
\]

\[
\dot{\phi} = \gamma + \text{Im} A_3 r_2^2 + \alpha_6 \sin(\beta_6 - \phi) r_1^{-1}, \tag{33}
\]

with the shifted unfolding parameters

\[
\nu = \mu + \text{Re} A_4 r_1^2, \tag{34}
\]

\[
\gamma = \delta + (\text{Im} A_4 - 3\text{Im} A_1) r_1^2, \tag{35}
\]

and the polar representation for the complex coefficient \( A_6 = \alpha_6 \exp(i\beta_6) \). Equations (32) and (33) are a phase space representation of Duffing’s equation, see [8]. Therefore, the non-linear dynamics of \( r_2 \) is described by Duffing’s equation in this limiting case. Figure 7 shows the unfolding of \( r_2 \) with respect to \( \gamma \) in the plane of the fixed value \( \nu = 0.1 \). It illustrates that up to three non-trivial equilibria for \( r_2 \) are possible, dependent on the values of \( \nu, \gamma \) and \( \alpha_6^2 r_0^6 \).

Secondly, the opposite limiting case of \( r_1 \ll r_2 \) is considered. This case corresponds to the grey shaded area of Fig.6 close to the upper boundary \( \text{Re} A_5 \tilde{\lambda} \). Plugging into eqs.(25) and (25) the ansatz

\[
z_2 = r_2 e^{3i\Omega t} \tag{36}
\]

with \( \Omega = \omega + \text{Im} A_3 r_2^2 \) one finds that \( r_2 \approx \text{const} \) and the dynamics of \( z_1 \) given by

\[
\dot{z}_1 = (\lambda + i\omega + A_2 r_2^2 + A_1 |z_1|^2)z_1 + A_3 r_2 z_2^2 e^{i\Omega t}. \tag{37}
\]

Equation (37) is nothing else but the complex notation of a non-linear Mathieu’s equation, see [8], which determines the dynamics of \( z_1 \) in case of an \((1:3)\) internal resonance in the limiting case \( r_1 \ll r_2 \).

**CONCLUSIONS**

In investigating the stability behaviour of the liquid-tube system we have shown that Hopf-Hopf bifurcation interactions and the occurrence of low order internal resonances are present for distinct parameter values. The material damping of the tube, described by the parameter \( \alpha \), exhibits a strong influence on that behaviour. The \((1:3)\) internal resonance is the lowest order resonance causing additional terms in the bifurcation equations to third order, leading to a much more complex dynamics of the tube compared to the non-resonant case. The motion of the tube in case of an \((1:3)\) internal resonance was shown to be governed by a Duffing’s and by a non-linear Mathieu’s equation in limiting cases, corresponding to quasi-periodic oscillations of the tube.
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ABSTRACT
A plain cantilevered pipe conveying fluid loses its stability by a Hopf bifurcation, leading to either planar or non-planar flutter for flow velocities beyond the critical flow velocity for Hopf bifurcation. If a mass is attached to the end of the pipe (a so-called added mass), the resulting dynamics becomes much richer, showing 2-D and 3-D quasi-periodic and chaotic oscillations at high flow velocities. In this work, we consider a cantilevered pipe subjected to a periodic small-amplitude base excitation, and show that by selecting the right frequency and amplitude for an external base excitation, the non-planar periodic and quasiperiodic oscillations of the pipe can be reduced to planar ones.

INTRODUCTION
Pipes conveying fluid have been studied extensively. Although the system is a rather simple one, with slight changes, it exhibits various complicated dynamical behavior, including quasi-periodic and chaotic motions. The initial models used to predict the behavior of a pipe conveying fluid were 2D linear models, which showed that the system would lose its original stability at a critical flow velocity, leading to periodic oscillations. The large amplitude as well as 3D oscillations observed in the experiments (Lundgren et al., 1979) initiated studies toward nonlinear and 3D models to predict the pipe’s motion.

Bajaj and Sethna (1984) derived a nonlinear model for a plain pipe (i.e., with no additional mass or spring) conveying fluid. They used the centre manifold and normal form techniques and found that a horizontal pipe loses its original stability through a Hopf bifurcation and develops either 2-D (planar) or 3-D (orbital or rotary) flutter, depending on a mass parameter \( \beta \) (defined later, in Equation 3).

An additional mass or spring attached to the pipe can either stabilize or destabilize the system, depending on the system parameters and location of the additional mass or spring (Paidoussis, 1998). Copeland and Moon (1992) studied the three dimensional dynamics of a cantilevered pipe with an end-mass, and observed various planar and non-planar periodic, quasi-periodic and chaotic oscillations.

Wadham-Gagnon et al. (2007) derived a 3-D nonlinear model for a pipe conveying fluid with an additional mass and spring attached to it. They (Paidoussis et al., 2007) showed that an additional spring would lead to 2-D or 3-D periodic, quasi-periodic and chaotic oscillations after the initial planar flutter. The type of the motion depends on the spring array configuration, point of attachment and spring stiffness. In some configurations, the system loses stability by divergence, followed by oscillations in the plane of divergence or perpendicular to it, where these oscillations can be periodic, quasi-periodic...
or chaotic. Using this model, Modarres-Sadeghi et al. (2007) studied the 3D oscillations of a pipe conveying fluid with an end-mass, and Ghayesh et al. (2011) studied the case with both an end-mass and an added spring. Again, using the same model, Modarres-Sadeghi et al. (2008) showed that a plain pipe oscillates mainly in a plane, for small mass parameters, \( \beta \) (except for \( \beta=0.2 \)) and in a 3D circular way for larger values of \( \beta \) (0.7<\( \beta \)<0.9) where for the intermediate \( \beta \) values the oscillations switch between 2-D and 3-D as the flow velocity increases.

Furuya et al. (2010) studied the stability of a cantilevered pipe conveying fluid with an end-mass in the case of a horizontal excitation at the upper end, for a fluid velocity slightly over the critical value. By solving nonlinear equations of motion with base excitation numerically, they showed that the non-planar vibrations are reduced to planar vibrations when the excitation frequency is nearly equal to the frequency of the original flow-induced pipe vibrations.

In this work, we study the influence of base excitation on the oscillations of a cantilevered pipe conveying fluid. We examine the influence of a base excitation with various frequencies and amplitudes on the stability of a cantilevered pipe conveying fluid, for cases with or without an end-mass.

### The Equations of Motion and the Method of Solution

Three-dimensional equations of motion for a cantilevered pipe conveying fluid were derived by Wadham–Gagnon et al. (2007) for a pipe with extra mass added at the tip and springs attached somewhere along the length of the pipe. We modify these equations slightly in our model by introducing an external force acting at the base of the pipe, in a way similar to what Furuya et al. (2010) and Nayfeh and Pai (2002) have done.

The final form of the dimensionless equations of motion in the \( y \)-direction will become

\[
\begin{align*}
    &+u\left[ \eta''^2 - \eta'' \eta' \zeta' \zeta - \eta' \frac{d}{d\xi} \left( \eta' \zeta' \eta'' \right) d\xi \right] \\
    &+2u\sqrt{\beta} \left[ \eta''^2 \eta' + \eta'' \eta' \zeta' \zeta - \eta' \frac{d}{d\xi} \left( \eta' \zeta' \eta'' \right) d\xi \right] \\
    &= af \sin(f \tau), \quad (1)
\end{align*}
\]

with the boundary conditions of

\[
\begin{align*}
    \eta(0) &= \eta'(0) = \eta''(1) = 0, \\
    \zeta(0) &= \zeta'(0) = \zeta''(1) = 1, \\
    \eta''''(1) &= af \sin(w \tau),
\end{align*}
\]

where,

\[
\begin{align*}
    \xi &= \frac{s}{L}, \\
    \eta &= \frac{w}{L}, \\
    \zeta &= \frac{v}{L}, \\
    u &= \left( \frac{M}{EI} \right) \frac{LU}{1}, \\
    \beta &= \frac{M}{M + m}, \\
    \gamma &= \frac{(M + m)g L}{EI}, \\
    \Gamma &= \frac{m}{(m + M)L}, \\
    \tau &= \left( \frac{EI}{M + m} \right)^{1/2} t \frac{L}{1}, \\
    a &= \delta Y / L, \\
    f &= \omega \sqrt{(m + M)l^4 / (EI)}.
\end{align*}
\]

in which \( \eta \) and \( \zeta \) are dimensionless transverse displacements in the \( y \)- and \( z \)-directions, respectively; \( \xi \) is the dimensionless distance along the pipe; \( u \) is the dimensionless flow velocity; \( \beta \) is a mass parameter; \( \gamma \) is a dimensionless gravity parameter; \( \tau \) is a dimensionless time; \( w \) and \( v \) are the transverse displacements in the \( y \)- and \( z \)-directions, respectively; \( a \) and \( f \) are the dimensionless amplitude and frequency of base excitation, respectively; \( s \) is the distance along the pipe, measured from the clamped end; \( L \) is the length of the pipe. \( D \) its diameter and \( EI \) its flexural rigidity; \( \tau \) is the time; \( \rho \) is the density of the fluid; \( m \) is the mass per unit length of the pipe; \( M \) is the mass per unit length of the fluid; \( U \) is the flow velocity; \( \delta Y \) is the amplitude of the base excitation and \( \omega \) its frequency.

The equation in the \( z \)-direction is obtained by exchanging \( \zeta \) and \( \eta \) and removing the excitation force on the right hand side.

In order to analyze the equations of motion numerically, the nonlinear coupled partial differential equations are discretized by Galerkin’s technique and eigenmodes of a cantilevered beam are used as the base functions. The resulting set of ordinary differential equations is solved using Houbolt’s finite difference method (Semler et al., 1996). At least 6 modes are used in
each direction in these simulations, while higher modes are occasionally used to test the convergence of the results.

**A THREE DIMENSIONAL PLAIN PIPE WITH BASE EXCITATION**

For plain pipes, observing planar or non-planar oscillations depends on the mass parameter and flow velocity. The non-planar motions are usually observed at larger mass parameters ($\beta > 0.5$), while planar oscillations are more common for smaller mass parameters ($\beta < 0.5$) (Modarres-Sadeghi et al., 2008). In this section, we study the flow-induced oscillations of a 3D plain pipe with base excitation. In particular we examine the possibility of reducing the observed non-planar oscillations to planar ones by applying a low-amplitude low-frequency base excitation in the direction of the desired planar motion.

![Fig. 2 Tip displacement and PSD plots for the system with $\beta = 0.7$, $u = 14.0$ (a,b) without base excitation, (c,d) with a base excitation of $a = 0.01$ and $f_e = 8.0$, (e,f) $f_e = 7.4$, and (g,h) $f_e = 7.0$.](image)

Figure 2(a,b) shows that a plain cantilevered pipe with a mass parameter of $\beta = 0.7$ at a dimensionless flow velocity of $u=14$ and with no base excitation undergoes three-dimensional circular oscillations with a dimensionless frequency of $f_0 = 8.0$ and a dimensionless amplitude of $\eta_M = \zeta_M = 0.16$.

If the base is excited periodically in the $y$-direction with a dimensionless frequency of excitation of $f_e = 8.0$ (a frequency equal to the frequency of oscillations with no base excitation) and a dimensionless amplitude of excitation of $\alpha = 0.01$, the tip of the pipe undergoes elliptical motion, with a dimensionless frequency of $f = 8.0$. The amplitude of oscillations increases in the $y$-direction, the same direction as the direction of the externally applied force, and reduces in the perpendicular direction: $z$-direction (Figure 2c,d).

When the frequency of base excitation is decreased slightly, e.g., $f_e = 7.4$ and with the same amplitude of base excitation, the free end undergoes a planar motion at a dimensionless frequency of $f = 7.8$, with an amplitude of oscillations larger than the original amplitude of oscillations with no base excitation (Figure 2e,f).

By further decreasing the frequency of base excitation to $f_e = 7.0$ at the same amplitude of excitation, $\alpha = 0.01$, the planar motion is lost and the tip undergoes three-dimensional quasi-periodic motion (Figure 2g,h). A similar trend was observed for the other flow velocities.

In general, for a given amplitude of excitation and at a fixed flow velocity, if the pipe is excited at the frequency of its original oscillations (with no base excitation), $f_e = f_0$, an elliptical motion is observed. To observe a planar motion, the frequency of excitation should be lower than $f_0$, but if it is much lower than $f_0$, quasi-periodic motion is observed. Quasiperiodic motion is also observed for the frequencies of excitation larger than $f_0$ and between the frequency range for the elliptical and planar motion.

![Fig. 3 A schematic of different kinds of motion observed for a fluid-conveying pipe with base excitation and their dependence on the frequency and amplitude of the base excitation.](image)
oscillations depend not only on the frequency of excitation, but also on the amplitude of excitation. When the base is excited with a large-amplitude excitation, the planar motion is observed over a wide range of non-dimensional excitation frequencies. For the smaller excitation amplitude, both planar motion and elliptical motion are observed, while the elliptical motion is observed for the excitation frequency $f_e = f_0$. For excitation amplitudes smaller than a threshold amplitude, no planar motion is observed.

Generally, in order to obtain planar motion over a wider range of excitation frequencies, larger amplitude of excitation should be used. For larger amplitudes of excitation, quasi-periodic oscillation is not observed between the planar and elliptical motions. The promising fact is that the amplitude of excitation needed to observe the planar motion is not very large.

**The Influence of Base Excitation on Dynamics of a Pipe with an End-Mass**

So far we have observed that one can reduce the three-dimensional periodic oscillations of a pipe conveying fluid to two-dimensional ones by applying a proper base excitation. In this section we extend this analysis to the cases with quasi-periodic oscillations in the original pipe with no base excitation to see if such oscillations too can become two-dimensional by applying a proper base excitation.

A pipe conveying fluid with an end-mass loses its original stability by a Hopf bifurcation leading to limit cycle oscillations, as the flow velocity increases. At higher flow velocities, the pipe can undergo period-doubling or torus instability, leading to period-2 or quasiperiodic oscillations, eventually leading to chaos (Modarres-Sadeghi et al., 2007). In this section, we study the influence of a base excitation on the resulting oscillations of a pipe with an end-mass.

A pipe with a mass parameter of $\beta=0.2$ and an end-mass parameter of $\Gamma = 0.1$ (where $\Gamma=m_\ell/(m+M)L$ is a dimensionless end-mass parameter) loses its stability and undergoes 2-dimensional flutter at $u=5.0$. At $u=7.0$, the system’s limit cycle oscillations become unstable through a torus, leading to quasiperiodic oscillations at higher velocities. Figure 4(a,b) shows the tip displacement and spatial plots of the quasiperiodic oscillations of this system at $u=8$, where there is no external excitation. The dimensionless fundamental frequencies of this quasiperiodic motion can be chosen as $f_1 = 1.07$ and $f_2 = 2.73$.

The base is excited with a magnitude of $u=0.02$ and a varying frequency. This amplitude is chosen because for smaller amplitudes (including $u=0.01$) no planar motion was observed. If the base is excited at a dimensionless frequency of 2.5 (Figure 4c,d) a planar oscillation in the plane of excitation is observed. The oscillations are still quasi-periodic with the fundamental frequencies comparable with those of the original quasi-periodic oscillations, but they stay in a plane.

A base excitation at a higher dimensionless frequency, $f_e=5$, (Figure 4 e,f) results in pure periodic oscillations of the third mode at a dimensional frequency of 5, resulting in a decrease in the magnitude of the tip displacement. These oscillations too stay in the plane of the base excitation.

Overall, in two ranges of excitation frequencies ($f_e = 2.5-2.55$ and $f_e = 5-5.5$), the pipe undergoes planar motion (i.e. $\varphi=0$). For the planar motions at the lower frequency range ($f_e = 2.5 – 2.55$), the amplitude of oscillations in the direction of the external force is larger than those for the original oscillations. In this range, the second mode of the pipe is excited. With the frequency of base excitation in the higher range, ($f_e = 5-5.5$), the 3rd mode of the pipe is excited, which naturally results in low-amplitude oscillations of the tip.

**Conclusions**

We study the influence of base excitation on the oscillations of a cantilevered pipe conveying fluid. We show that the non-planar oscillations of a pipe conveying fluid can be reduced to planar oscillations, when the pipe is subjected to a base excitation with a proper frequency and with relatively small amplitude. In general, the motion of the tip of a plain pipe conveying fluid with a base excitation can be classified as (i) planar periodic, (ii) elliptical periodic or (iii) non-planar quasiperiodic motion.
The observed motion depends on the frequency and amplitude of the base excitation. Typically, if the pipe is excited with a frequency equal to the frequency of its original oscillations, the resulting motion will be an elliptical one. In order to force the non-planar motion into a planar one in the plane of the base excitation, the frequency of excitation must be slightly smaller than the frequency of original oscillation.

We have also studied the case of a cantilevered pipe with an added mass at the tip. With no base excitation, the pipe undergoes 3D quasi-periodic and chaotic oscillations. When we apply a small-amplitude base excitation at a frequency slightly smaller than the frequency of the original self-excited oscillations, the 3D quasiperiodic oscillations are reduced to 2D quasi-periodic oscillations.
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ABSTRACT
This paper is devoted to the experimental analysis of the aeroacoustics of free and impinging jets. The typical screech tones which characterize the acoustics of the free jets are measured and the results are compared with the data already published in the literature. The investigation is then focused on the effect on the screech tones of the impingement of the jet over a plate perpendicular to its axis. In particular the effect of the main geometrical and physical parameters is considered and discussed.

NOMENCLATURE
- \( d \) nozzle exit diameter  
- \( D \) plate diameter  
- \( f \) frequency  
- \( h \) nozzle-to-plate distance  
- \( p_0 \) stagnation pressure  
- \( p_a \) ambient pressure  
- \( St \) Strouhal number  
- \( u \) jet velocity  
- \( NPR \) nozzle pressure ratio  
- \( OASPL \) overall sound pressure level

INTRODUCTION
The aeroacoustics of free and impinging jets is an interesting and fundamental problem which received particular attention in the last decades. The phenomenon is relevant for several applications and for the physical processes which link the fluid dynamic field to the acoustic one. In many circumstances the noise of jets plays a fundamental role as, for example, for the jet issuing by rockets or by aeronautical engines. In these cases both the free and the impinging configurations can be encountered. Electronic equipment cooling and paper drying devices are additional cases where high-pressure jets of gases are involved. These high-speed flows can develop several undesirable effects, in particular significant acoustic emissions, aerodynamic and thermal loads, high heat transfer coefficients, lift loss and surface erosion phenomena [1–4].

As pointed out by several authors [5–9], when the jet impinges on a surface the physical mechanism of the noise generation is not yet completely understood. The complex structure of the flow, characterized by the contemporary presence of subsonic and supersonic regions, shock-wave oscillations and instabilities, regions of turbulent shear and, eventually, a recirculation zone close to the impingement region, makes difficult to give a coherent and satisfactory model of the problem. An accurate review of the phenomena observed in experimental supersonic impinging jets studied from 1961 to 2000 is reported by Henderson [10].

More specifically, the acoustic properties of free and impinging jets are characterized by the presence of peaks at discrete frequencies, known as “screech” and “impinging” tones, which can induce an increase of more than 10 dB over the average broadband level. Likely, these discrete tones are due to a feedback mechanism [11–15] and represent one of the main problems encountered in the engineering applications. For an impinging jet in addition to these discrete tones, the broadband noise also becomes important, contributing to a significant increase of the OASPL (OverAll Sound Pressure Level).

These peculiar aspects motivated the content of the present paper which is devoted to an experimental evalu-
ation of the aero-acoustic field of a jet. The main goal is a better comprehension of the phenomenon by means of an accurate experimental analysis. The work was carried out in the laboratories of the Department of Mechanical and Aerospace Engineering, located at the University of Rome “La Sapienza”.

The study was organized as follow. The first step was devoted to the characterization of the anechoic chamber to test the quality of the acoustic insulation. A reference sound source calibrated both in intensity and frequency was adopted to evaluate the response of the test chamber to external noise sources and waves reflections. The work then focused on the collection of data related to the free jet behavior. In particular the acoustic measurements were carried out to the double purpose of tuning the experimental apparatus and observe the more referenced physical situations of the aeroacoustics of the free jet. The latter, in fact, has been extensively studied and provides a rich database to compare with. Finally the interaction of a jet and a surface was investigated. The research was aimed at evaluating different aspects of the flow and the acoustic field.

AEROCOUSTICS OF SUPersonic jets

Under-expanded supersonic free jets produce noise through three main mechanisms. A first contribution, the turbulent mixing noise, is due to the large and fine scale structures of the turbulent flow. Moreover a broadband component and the discrete screech tones are present and are related to the shock cells structure in the jet [16].

The intensity of each component is strongly dependent on the observer position. In the downstream direction the most important component is the turbulent mixing contribution [17] while the broadband noise and the screech tones are the most significant upstream of the jet. The principal direction of radiation of the first harmonic of the screech tone is upstream of the nozzle exit at 90° with respect to the jet flow axis [18]. In the far field the measured frequency of the screech tone is almost constant regardless of the observer direction [19].

After the pioneering contribution of Powell in 1953 [11, 12], the screech phenomenon has been studied by several researchers and it is now recognized that these discrete tones are generated by a feedback loop. As clearly explained in [20, 21] the feedback loop is triggered by the large coherent vortical structures of the jet which are convected downstream and interact with the shock waves at the edge of the shock cells. The interaction produces strong acoustic waves that propagate upstream and excite the thin shear layer near the nozzle lip producing instability waves. The instability waves propagate downstream growing in amplitude and the interaction with the shock cell structures produces the acoustic waves that travel upstream closing the feedback loop. The acoustic waves form the outer part of the loop and propagate outside the jet.

In presence of screech tones the jet exhibits different oscillation modes that are dependent on the nozzle geometry and the pressure ratio. For a supersonic circular jet Davies and Oldfield [22] found the four oscillation modes namely, with the increasing the pressure ratio, axisymmetric A1, axisymmetric A2, lateral B and helical C. Furthermore Powell [23, 24] found the lateral mode D at higher pressure ratios.

When the jet impinges on a solid surface, as a flat plate normal to its axis, the flow configuration becomes more complex. Following [25, 26] we can describe the flow field in terms of three different regions

- an upstream free jet region where the plate effect is almost negligible and where the behavior is like the free jet;
- an impingement region where the interaction of the jet with the solid surface changes the flow structure;
- a wall jet region with a radial flow close to the impingement surface.

From this brief description it is clear the complexity of the flow configuration.

For a given nozzle geometry, the main parameters that characterize the flow and consequently the sound emission are the nozzle pressure ratio NPR (ratio of the stagnation pressure \( p_0 \) to the ambient pressure \( p_a \)), the nozzle-to-plate distance \( h \) and the plate size \( D \).

In the literature two different flows have been observed where a possible recirculating bubble can appear in the impingement region. Up to now it is not clear which conditions can lead to the presence of this stagnation bubble, as well as different mechanisms have been proposed to justify its presence. More details about this point can be found in the paper of Donaldson et al. [1], Carling and Hunt [27], Kalghatgi and Hunt [28], Lamont and Hunt [29], Alvi and Iyer [26] and Krothapalli et al. [7].

From the acoustical point of view the presence of the plate can induce additional discrete tones (“impinging tones”) which can dominate the noise spectrum. Some authors [7, 8, 10, 13–15, 26, 30–33] proposed a feedback loop similar to that of the screech tones to explain the origin of these tones. But as reported in more recent papers [8, 9] a satisfactory theory is still lacking and the issue is open.
FIGURE 1: SKETCH OF THE EXPERIMENTAL SET-UP.

On the basis of our results we can observe that, in addition to this discrete tones, the presence of a solid surface lead to a significantly increase of the overall sound pressure level. This feature is also reported by Krothapalli et al. [7] who found an increase of about 8 dB of the overall sound pressure level with respect to the free jet. They also observed that the variation of the nozzle-to-plate distance doesn’t produce a marked change of the OASPL.

EXPERIMENTAL SET-UP AND RESULTS

The acoustic measurements are obtained by a set of 8 free field 1/4 inch microphones type 3570, with a dynamic range of \((4 - 25000)\) Hz, a sound analyzer Pulse-X3570 integrated with FFT and CPB analysis tools and a Nexus 2690 amplifier. All the acoustic instruments are produced by Brüel & Kjær.

The experimental apparatus consists of a cylindrical stagnation ambient (44 cm length x 29 cm diameter) connected to an high-pressure circuit and provided with a pressure sensor and a seeding system. Fig. 1 shows a sketch of the set-up.

The connection between the stagnation chamber and the test chamber is made by a round nozzle, with diameters \(d\) ranging from 0.1 to 1 cm. The test chamber (204 cm length x 40 cm diameter) is internally covered by anechoic materials and is provided of two windows for the PIV measurements.

For the impinging jet configuration the test chamber is provided with a circular plate downstream to the nozzle, equipped with the static pressure taps. Two plates of diameters \(D = 15, 25\) cm were adopted. The nozzle-to-plate distance \(h\) was changed between \(h/d = 2 \div 10\) while the Mach number spans between 1.03 and 1.55. The jet Mach number was changed by setting proper values of the ratio between the pressure \(p_0\) of the upstream stagnation chamber and the pressure \(p_a\) in the downstream ambient \((NPR = p_0/p_a)\).

FIGURE 2: FREE JET. POWER SPECTRAL DENSITY PSD AT DIFFERENT VALUES OF NPR. \(d = 1\) cm.

To complete the analysis when the plate is present, we used a set of static pressure taps coupled to a scan-valve system DSA3217 to measure the surface distribution of the pressure.

We present now some preliminary experimental results obtained in the apparatus described above. First we show the near field acoustic measurements for the free jet. The noise was measured with a microphone located two diameters upstream to the issuing jet and four diameters far from the jet axis in the radial direction. The angle between the microphone and the axis of the jet is 90°.

Fig. 2 reports an example of the power spectral density distribution at different values of \(NPR\). It can be clearly recognized the existence of one or more screech tones. The main effect of the nozzle pressure ratio is to change the average value of the sound power level and the frequency and the number of the screech tones. In particular as the \(NPR\) increases the discrete tones shift toward lower frequencies. This effect was already observed in previous papers [24, 34, 35] but the scenery is complicated by the presence of multiple tones corresponding to different oscillating modes.

This last point is confirmed in the Fig. 3 where the distribution of the screech frequencies versus the nozzle pressure ratio is shown. The picture compares our experimental results against the experimental data of Powell [23, 24] for the same nozzle exit diameter. Both the dominant and secondary tones are reported and the agreement of the results is very good. We recall that a tone is called dominant when it corresponds to the maximum sound pressure level, usually more than 10 dB with respect to the mean value. At \(NPR = 2.36\) it can be ob-
served in our data the presence of the two screech frequencies which, following the analysis of Powell, can be classified as a dominant tone related to the axisymmetric oscillation mode A2 and a secondary tone related to the lateral oscillation mode b. We want to point out that the satisfactory agreement with the data of Powell [23, 24] is a positive check of the quality of our experimental rig as well as the measurement set-up.

The effect of the plate on the noise of the jet is shown in the Fig.s 4 and 5 where a comparison of the power spectral distributions of the free and the impinging jet is shown. These initial experiments with the impinging jet are aimed at evaluating the effect of the presence of the plate on the screech tones.

Fig. 4 refers to NPR = 2.9 at two values of the nozzle-to-plate distance. As a general comment we note that, as expected from the data reported in [7], the average level of the noise of the impinging jet increases in all the cases investigated. The screech tone in the free configuration, located at frequency $f = 29 \text{kHz}$, shows a small shift toward lower frequencies as $h/d$ decreases, while its maximum value increases. At a different pressure ratio, NPR = 3.6, the free jet shows two different screech tones with the dominant tone at higher frequency (Fig. 5). When the jet impinges on the plate at the same NPR the behavior of the screech tones is different. As the nozzle-to-plate distance changes, one of the tones cancel as an effect of the disappearing of the corresponding oscillation mode. This peculiar feature was found also for other values of NPR and $h/d$ and denotes the complex effect of the presence of the plate on the acoustic field. Table 1 reports the comparison of the sound pressure level for the free and impinging jet and for the two nozzle pressure ratio. For each of the NPR values is evident a significantly increase of the OASPL in presence of the solid surface in front of the jet.

Finally Fig.6 summarizes the comparison between the free and impinging configurations in term of the Strouhal number $St = f d / u$ where the reference frequency is defined with the jet diameter $d$ and its issuing speed $u$. It can be observed that the general trade off is almost the same, with exceptions in correspondence of some values of NPR and $h/d$. As a final comment we can note that though the free jet is largely investigated it is worthwhile to compare its characteristics to the screech tones that arise in the impinging configuration. Moreover with these first measurements we didn’t observe the pres-
TABLE 1: OASPL [dB] FOR FREE AND IMPINGING JET. \(d = 0.4 \text{cm}\).

<table>
<thead>
<tr>
<th>NPR</th>
<th>free jet</th>
<th>(h/d = 10)</th>
<th>(h/d = 9)</th>
<th>(h/d = 8)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.9</td>
<td>153.97</td>
<td>159.00</td>
<td>162.35</td>
<td>166.35</td>
</tr>
<tr>
<td>3.6</td>
<td>160.32</td>
<td>161.80</td>
<td>167.20</td>
<td>162.90</td>
</tr>
</tbody>
</table>

FIGURE 6: SCREECH FREQUENCIES FOR FREE AND IMPINGING JET AS FUNCTION OF NPR. \(d = 0.4 \text{cm}\)

ence of the impinging tones. A further analysis is necessary to increase the data base and achieve a better comprehension of the phenomenon, in particular the effect of the presence of the plate on the oscillating modes of the jet. We are now planning to upgrade the experimental rig with a PIV system to have a quantitative details of the fluid dynamic field to complete the analysis of the jet and its correlation to the noise features.
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ABSTRACT
This paper examines aeroacoustic tone generation of a high-speed planar gas jet impinging normally on a flat, rigid surface. Experiments are performed over the complete range of subsonic jet velocities and impingement distance for which tones are generated for a single jet thickness of \( h=3\) mm. The behavior of the planar impinging jet case is compared to that of the axisymmetric case and found to be significantly different, with tones being excited at much larger impingement ratios and beginning at lower flow velocities. The acoustic tones have been found to be generated by both symmetric and anti-symmetric shear layer modes of the jet, which may also couple with resonant acoustic modes occurring between the nozzle and plate surfaces. The nature of the flow instabilities has been investigated using phase-averaged Particle Image Velocimetry measurements, and dimensionless analysis is performed in order to quantify the system behavior in terms of the appropriate length and velocity scales.

INTRODUCTION
High-speed impinging jet flows are known to be liable to excitation of very intense acoustic tones generated by a feedback mechanism between instabilities in the free shear layers of the jet, and pressure fluctuations produced by the flow at the impingement surface. These effects can limit the usefulness of these geometries in many applications, however work investigating the heat transfer of self-excited impinging planar jets has shown that heat transfer rates can be enhanced by as much as 75% [1] compared to equivalent steady flows, providing evidence of potentially useful effects of this phenomenon. Various forms of impinging jet flows have been the subject of a relatively intense research effort in the literature, and those which have been investigated to date can be broadly grouped as those using axisymmetric jets, and those using planar jets.

Of the geometries consisting of jets impinging on flat rigid surfaces, the majority of the research in the literature has been devoted to the axisymmetric case. Various aspects of the feedback excitation mechanism for the subsonic axisymmetric case have been investigated by a series of authors [2-5], and extensive work has also been performed on the axisymmetric case involving supersonic flows [6-7]. In addition, the planar impinging jet case using supersonic jets has also received some attention in the literature [8]. In comparison to axisymmetric jets, the impinging planar jet case using subsonic flows has received relatively little attention in the literature [9], despite being widely used in a myriad of practical and industrial applications such as thermal processing in both heating and cooling applications, the production of sheet glass and polymer films, and coating control applications.

There has been considerable work performed on related geometries that use impinging planar jets, such as the jet-edge and jet-slot systems. Two recent studies of the jet-slot system [10-11] examined the coupling of a planar jet-slot oscillator with resonant longitudinal acoustic modes of the flow supply duct for Mach numbers up to \( M=0.1 \). In addition, there are many other studies in the literature documenting the response of the jet-slot oscillator [12-14] and numerous examples of work performed on the jet-edge system [15-17]. The response of the jet-edge and jet-slot systems is in some respects similar to that of the planar jet-plate system, however the range of flow velocity and impingement distance in the present investigation varies from these cases substantially. In addition, the change of momentum due to impingement on a plate, in comparison to the jet-edge and jet-slot cases, is bound to affect the flow dynamics at impingement and the resulting feedback mechanism which sustains the oscillations.
The current study focuses on experimental results of a high speed, subsonic planar jet impinging normally on a flat surface, as shown in Figure 1. A parametric study has been performed in which the impingement distance \( x_\text{i} \) and jet velocity \( U_\text{j} \) have been varied for a single jet thickness of \( h=3\text{mm} \).

**EXPERIMENTAL APPARATUS**

A planar nozzle and impingement plate setup was carefully designed and constructed. The planar nozzle and plenum geometry, which has a span 100mm, was machined out of Aluminum, and allows for adjustment of jet thickness \( h \) from 1.0mm to 5.75 mm in increments of \(+/-0.25\text{mm}\). For the current study, results from a single jet thickness of \( h=3\text{mm} \) are presented, for an overall aspect ratio of the nozzle of \( L/h=33.3 \). The nozzle is pressurized using compressed air, and several flow conditioning devices within the plenum such as a flow distribution tube and flow conditioning screens, are used to ensure an even flow distribution along the nozzle span, and a velocity profile at the exit consisting of a top-hat shaped velocity profile with thin shear layers. The jet nozzle uses an elliptical nozzle profile, and has a contraction ratio \( -23 \) for a jet thickness of \( h=3\text{mm} \). Static pressure in the plenum was measured at a location immediately upstream of the nozzle contraction at the centerline, and this supply pressure \( (P_s) \) was used to estimate the flow velocity of the jet exiting the nozzle using the following equation:

\[
U_j = c \sqrt{\frac{2}{\gamma - 1} \left( \frac{P + P_s}{P_c} \right)^{(\gamma/\gamma - 1)}}
\]

where \( P_c \) is the ambient pressure, \( c \) is the speed of sound in air \( (343 \text{ m/s}) \) and \( \gamma \) is the ratio of specific heats of air. Subsequent PIV measurements confirmed that this expression, derived from equations of flow through a lossless nozzle, was accurate to within 1.5% for the conditions examined in this study.

The flat surface used for jet impingement consists of a large rigid plate machined out of Aluminum measuring 150mm \( \times \) 200mm and a thickness of 10mm. The plate surfaces have been machined using a single point fly-cut milling operation to provide the flattest surface possible. The plate has been machined to allow dynamic PCB 105C02 miniature dynamic pressure transducers to be flush mounted to the front surface of the plate at various locations to monitor fluctuating pressures at the plate surface.

Measurements in the acoustic free field were obtained using a GRAS 40BP \( \frac{1}{4}'' \) high-level microphone combined with a GRAS 26AC preamplifier and a GRAS 12AA power supply module. The microphone has a flat frequency response of 2Hz-70kHz \( (+1\text{dB}) \) and were calibrated using a GRAS Type 42AB sound calibrator. The microphone was located at an angle of \( 0\degree-60\degree \) as measured from the jet plane, and at a microphone distance of \( d=200\text{mm} \) as measured from stagnation point on the plate at the midpoint of the jet-span. Measurements were acquired using a National Instruments NI-4452 four channel data acquisition card with hardware based anti-aliasing filters. Spectral analysis was performed acquiring data at a sample rate of 204.8kS/s for 15 seconds, breaking the time signal into 120 equally sized blocks of 51,200 samples with 50% overlap, calculating the amplitude spectrum of RMS acoustic pressure for each block, and averaging the 120 spectra to produce a final averaged spectrum. The resulting spectra were truncated to a frequency range of 0Hz to 70kHz, corresponding to the linear response range of the microphone.

In order to measure the velocity fields of the impinging jet flow, a 2-dimensional particle image velocimetry system was used. The system uses a single PowerView 4MP 12 bit digital camera with a resolution of 2048 \( \times \) 2048 pixels, along with a 532nm New Wave Solo 120XT pulsed Nd:YAG laser with a maximum output of 120mJ per pulse for flowfield illumination. Camera optics were determined by the required field of view for each flow field being captured, with a Sigma 105mm \( f/2.8 \) lens being used in combination with 1.4x and 2.0x teleconverters and extension tubes. Synchronization of the laser pulses and camera images was performed using a TSI LaserPulse Model 610035 synchronizer with external triggering and software adjustable time delay.

Acoustic tones produced by the impinging planar jet occur over a range of frequencies several orders of magnitude higher than the maximum image acquisition rate of the PIV system used in this study. In order to capture this relatively high-speed phenomenon using the traditional low-speed PIV system, a phase-locked PIV measurement technique was employed. Measurements performed using the phase-locked technique utilize the highly periodic pressure signal obtained at the plate surface to trigger flow velocity measurements at a particular instant in the flow oscillation cycle using a custom designed trigger generator. By adding and manipulating a time delay between the trigger point and the flow measurement, sets of images can be collected at any point in the phase of the cycle, to reconstruct the flow oscillation cycle.

Each PIV vector field was processed using a deformation based scheme incorporating 24 \( \times \) 24 pixel interrogation regions with 75% overlap in both the \( x \) and \( y \)-directions. All PIV measurements presented in this paper have a minimum validation rate of 99% for each instantaneous flow field before incorporating vector replacement or interpolation schemes. Seeding of the flow for PIV imaging was performed using a six-nozzle Laskin aerosol generator using olive oil as a seeding medium, producing 1µm mean diameter droplets. The Stokes number of seeding particles for all PIV cases shown in present work falls below \( Sk=0.1 \) and fall within the range of 0.05 \( \leq Sk \leq 0.1 \), which will result in tracking error of less than 2\% [18].

**AEROACOUSTIC RESPONSE**

The high-speed impinging planar jet-plate system is known to produce large amplitude acoustic tones resulting from periodic flow oscillations over a range of impinging jet velocities and impingement distances. For the current study, sound measurements have been
performed in a grid for flow velocities from \(U_o=150\text{m/s}\) to \(343\text{m/s}\) (choked flow) in increments of \(2.5\text{m/s}\), and for a range of impingement ratios, defined as the distance from the nozzle lip to the plate surface divided by the jet thickness, from \(x_o/h=2.0\) to 32.0 in increments of \(0.5\), a total of \(\approx 4,800\) distinct acoustic measurements. This measurement domain represents all tone generating conditions for the jet thickness being examined.

Figure 2 shows a pair of acoustic spectra for a free and impinging planar jets at a flow velocity of \(U_o=300\text{m/s}\), with the impinging jet case having an impingement ratio of \(x_o/h=7\). The free planar jet contains only broadband noise, with no narrowband acoustic peaks, whereas the impinging jet case has a dominant acoustic tone at a frequency of \(f=10.4\text{kHz}\) and an amplitude in sound pressure level of 137.4dB. Three super-harmonics of the dominant tone frequency are clearly visible on the spectrum, as well as one sub-harmonic, and a variety of other acoustic tones of smaller amplitudes. The dominant acoustic tone is more than 20 dB greater than the next largest acoustic tone amplitude, in this case the 1\(^{st}\) super-harmonic of the dominant tone, and more than 40 dB greater than nearby broadband noise levels, and more than 60dB above levels of the free jet case. This behavior is indicative of the typical response of the planar jet-plate oscillator, which tends to generate an acoustic response with a large amplitude dominant acoustic tone, with a series of sub and super-harmonics of lesser amplitudes, and relatively high broadband noise levels. For the purposes of this paper, the threshold defining a “tone generating condition” shall be any configuration producing an acoustic spectrum having a spectral peak of greater than 20dB above nearby broadband noise levels.

Figure 3 shows a contour plot constructed using acoustic spectra taken for a range of flow velocities from \(U_o=150\text{m/s}\) to \(U_o=343\text{m/s}\) at a fixed impingement ratio of \(x_o/h=7.0\). The contour plot clearly shows the presence of a distinct jet-staging phenomenon common to impinging shear layer flows, with the planar jet-plate oscillator switching between jet-stages at a flow velocity of \(U_o=265\text{m/s}\). Both the lower frequency jet-stage, which occurs for relatively low flow velocities, and the higher frequency stage show strong super-harmonics, although the behavior of both the tone frequency and amplitude appears to be different for the two stages. The initial lower frequency jet-stage has tone frequencies that increase approximately linearly with increasing flow velocity, varying between 3.2kHz to 4.9kHz, and has relatively low acoustic pressure levels that increase with increasing flow velocity. In contrast, the higher frequency jet-stage has a tone frequency that is approximately constant and nearly invariant with increasing flow velocity, varying over a relatively small range of 10.2kHz to 10.6kHz. The acoustic pressures of this stage are significantly higher than those found in the lower jet-stage, and the difference in the behavior is thought to be attributed to the different mechanisms in the two regimes, with the lower jet-stage being produced by a traditional Rossiter mode, consisting only of upstream and downstream propagating disturbances between the nozzle lip and the plate surface, while the higher jet-stage is a Rossiter mode coupled with a resonant acoustic mode occurring between the nozzle and the plate, with the constant tone frequency corresponding to a fixed impingement distance. The nature of these resonant modes will be discussed in the final section of this paper.
Figure 4 shows the frequency of the dominant acoustic tone as a function of varying impingement ratio, along with the predictions of the first five stages of a modified Rossiter model given in Eqn. (2), for a constant flow velocity of $U_o=300\text{m/s}$ ($M=0.87$).

$$f_n = \frac{n \cdot U_d \cdot c}{x_o (U_d + c)}$$  \hspace{1cm} (2)

where $n$ is the hydrodynamic mode number or jet-stage, $U_d$ is the downstream velocity scale, $c$ is the speed of sound and $x_o$ is the impingement distance. The figure shows that the planar jet-plate oscillator responds in a large number of distinct jet-stages, which generate dominant acoustic tones over a wide range of frequencies, from $f \approx 3\text{kHz}$ to more than $30\text{kHz}$. Furthermore, these tones occur over a large range of impingement ratios, from $x_o/h=2$ up to $x_o/h=28$, with frequent switching to both higher and lower jet-stages as the impingement ratio is increased, and there is an excellent agreement between the predictions of the modified Rossiter model and the experimental data.

This range of excitation is significantly wider than the impingement ratio range of similar geometries, such as the axisymmetric impinging jet case, which has been found to excite tones only over a relatively small impingement ratio range from $1.5 \leq x_o/D \leq 7.0$ [2,3,5,7-9], corresponding to the range of the potential core of a free axisymmetric jet. On the other hand, the planar impinging jet is found to excite tones over a range of both the jet’s potential core in free planar jets, as well as the transition region, and the beginning of the self-similar regime. It also begins generating tones at lower flow velocities than the axisymmetric case, with the planar case exciting tones beginning at Mach numbers of $M=0.4$, compared to $M=0.6$ for the axisymmetric case.

$$S_{f, o} = \frac{f \cdot x_o}{U_{\text{eff}}}$$  \hspace{1cm} (3)

$$U_d = \kappa \cdot U_o$$ \hspace{1cm} for $x_o/h < 10$  \hspace{1cm} (4)

$$U_d = 2.45 \left( \frac{x_o}{h} \right)^{-2/3}$$ \hspace{1cm} for $x_o/h \geq 10$  \hspace{1cm} (5)

where $\kappa = 0.58$

$$U_{\text{eff}} = \frac{2 \cdot U_d \cdot c}{U_d + c}$$  \hspace{1cm} (6)

In order gain greater insight into the mechanisms of acoustic tone generation and the form of jet instability driving acoustic tones, the data of the frequency of the dominant acoustic tone are non-dimensionalized in the form of an effective Strouhal number, given in Eqn. (3). The effective Strouhal number scale uses the impingement distance ($x_o$) as the relevant length scale, and an effective velocity ($U_{\text{eff}}$) as the velocity scale. The effective velocity scale is comprised of both an upstream and downstream velocity component which reflect the two portions of the feedback mechanism, with the downstream velocity scale being described by Eqn. (4) & Eqn. (5), each describing the downstream velocity over two distinct ranges of impingement ratio. These two separate equations are required to account for the significant bulk slowing of the jet flow that occurs over the large range of impingement ratio for which the acoustic tones are excited, and the resulting variation in convection speed of coherent flow structures. The upstream velocity scale is simply the speed of sound ($c$), and the two scales are combined in Eqn. (6) that reflects the effective velocity of disturbances over a complete cycle.

When this effective Strouhal number scale is applied to the dominant tone frequency data for all tone generating conditions within the measurement domain ($0.4 \leq M \leq 1.0$ & $2 \leq x_o/h \leq 32$) as shown in both parts of Figure 5, a collapse of the data is observed. In part a) of the figure, the data points corresponding to the linear jet-stage collapse to a single mean Strouhal number of $St_{\text{eff}}=0.47$ at the low end of the Mach number range, while the data corresponding to the fluid-resonant stages, which occur at higher Mach numbers, also show a collapse to five distinct bands, with each representing the different jet-stages of the impinging jet flow, labeled $n=1$ through $n=5$ on the figure. The most prevalent of these fluid-resonant modes is the $n=3$ jet-stage, which occurs for Mach numbers as low as $M=0.55$, with other modes occurring at a range of impingement ratios as the Mach number is increased. It is clear from inspection of part a) of the figure that for the higher Mach numbers tests, numerous jet-stages can overlap depending on the impingement ratio, with the variation in data at each Mach number being attributed to the large variation in impingement ratio.

**FIGURE 5: EFFECTIVE STROUHAL NUMBER AS A FUNCTION OF (TOP PLOT) MACH NUMBER AND (BOTTOM PLOT) IMPINGEMENT RATIO FOR ALL TONE GENERATING CONDITIONS.**

Part b) of Figure 5 shows the same data as in part a) of the figure, but now plotted as a function of impingement ratio. Because the effective Strouhal number scale shown on the y-axis is identical to that of
part a), the data shows a collapse to the same mean Strouhal numbers for each of the five jet-stages however, viewing the data as a function of impingement ratio reveals a series of distinct clusters or bands related to the impingement ratio. The majority of these bands show a nominally linear upward sloping trend, with the spread of the data at each mean Strouhal number in part a) of the figure being attributed to these trends found within these clusters. As will be shown in a later portion of this paper, each of these separate clusters of data is produced as a result of a particular shear layer mode coupling with different resonant acoustic modes occurring between the nozzle flange and the impingement surface.

**VISUALIZATION OF JET SHEAR LAYER MODES**

In order to reveal the form of the flow oscillation driving acoustic tone generation, extensive flow measurements have been performed using phase-locked PIV measurement technique in which a series of images of the flow are captured at a series of specified points within the phase of the flow oscillation to produce a phase reconstruction of the flow oscillation cycle. Figure 7 shows a series of four phase-averaged velocity fields taken at phase angle increments of 90°. The figure shows the form of the flow oscillation for an impinging jet with an impingement ratio of \( x_o/h = 10.5 \) and a flow velocity of \( U_e = 265\text{ m/s} \), which produces an \( n = 3 \) anti-symmetric flow oscillation at a frequency of \( f \approx 10.5\text{kHz} \). Each flow field is composed using the average of 100 instantaneous velocity fields acquired at the same point in the phase of the flow oscillation. Coherent flow structures within the flow, shown with a single contour level superimposed on each flow field, have been identified using the velocity discriminant parameter given in the following Equation [19]:

\[
d_s = \left( \frac{\partial u}{\partial x} + \frac{\partial v}{\partial y} \right)^2 - 4 \left( \frac{\partial u}{\partial y} \frac{\partial v}{\partial x} - \frac{\partial u}{\partial x} \frac{\partial v}{\partial y} \right)
\]

where \( u \) and \( v \) are the downstream and transverse velocity components respectively. This quantity, also commonly referred to as the “swirl” of the flow field, uses a non-linear combination of velocity derivative terms to identify areas of strong vorticity that have a particular shape characteristic, i.e. round or near-round structures.

Inspection of this figure shows that the impinging jet flow oscillates in a flapping instability mode, with the jet flow displaced from the centerline in a wave-like pattern, and with coherent flow structures positioned nominally at the saddle points of the wave pattern. The flapping oscillation propagates downstream as the phase of the oscillation progresses, with the structures also convecting downstream, and ultimately impinging on the downstream surface. The flow oscillation appears to have two structures in each shear layer on either side of the jet appearing between the nozzle and the plate, although this assessment is somewhat ambiguous as it is not entirely clear at which point in the cycle the structure has “impinged” on the plate surface, and detection of relatively small structures in the initial shear layer is difficult. A high-velocity pocket of flow occurs near the impingement surface in the wall-jet region between the plate and the vortex, with the rotation of the structure contributing to the increased velocity at these locations. These high velocity pockets propagate with the structure as it travels along the surface of the plate. For the current case, these periodic high-velocity pockets are more than 25% larger than the mean flow in this region, and represent a large fluctuating flow component at the surface of the plate.

Figure 8 shows a series of PIV flow fields obtained for some of the remaining modes of the jet, provided to the reader to illustrate the wide variety of self-excited oscillation patterns of the system. The figure shows the \( n = 2, 3 \) and \( 4 \) anti-symmetric stages, as well the \( n = 2 \) symmetric jet-stage.
FIGURE 7: PHASE-LOCKED PIV FLOW FIELDS SHOWING THE OSCILLATING FLOW FIELD OF THE IMPINGING PLANAR JET. FLOW CONDITIONS: $x_o/h=10.5, U_o=265\text{m/s} (M=0.77), f=10.5\text{kHz}$.

FIGURE 8: MODE DIAGRAM FOR THE IMPINGING PLANAR JET WITH PIV FLOW FIELDS OF THE VARIOUS SHEAR LAYER MODES.

FLUID RESONANT COUPLING

In this section, the nature of the fluid-resonant regime will be investigated, and the physical mechanisms responsible for the behavior of the various jet-stages will be explored. The current system is comprised of a planar jet nozzle with a large, flat flange set back $\zeta=30\text{mm}$ from the nozzle outlet and a large flat plate positioned at some distance downstream, as shown in Figure 1. This geometry forms an open acoustic system, with nominally parallel solid surfaces at the plate and nozzle flange, and openings to surroundings at the either end of the nozzle span, as well as at the two edges of the plate and nozzle flange. This system is geometrically similar to a single occurrence of a flat plate cascade in an open environment and as a result, it is expected to possess trapped acoustic modes occurring between the nozzle and plate surface [20]. A number of authors have investigated the phenomenon of trapped modes in various geometries such...
as ducts containing splitter plates and various bluff bodies [21], axisymmetric and rectangular cavities in ducts [22-23], as well as airfoils with leading-edge slats [24]. These geometries, which all represent relatively unconfined acoustic systems, have been found to be liable to the flow-excitation of trapped modes occurring between solid boundaries, especially at high frequencies as the acoustic wavelength becomes small and radiation to the surroundings diminishes.

To investigate the possibility of trapped acoustic modes occurring between the nozzle and the plate surface, and to assess the effect of varying impingent ratio on resonant tone frequency, several acoustic simulations were carried out using Finite Element Analysis. Results were calculated using a 4-node tetragonal, unstructured mesh in a commercial FEA software package, with a minimum of 15 elements per acoustic wavelength, defined by the frequency range of interest. The finite element model treats the air volume within the domain as stagnant, and does not include the effects of the mean flow on the frequency or mode shape of the resulting modes.

Simulations were carried out using only the air volume between the nozzle and plate, as well as additional validation simulations that were performed with a large air volume surrounding all sides of the jet-plate geometry. It was found that the placement of the opening boundary condition at the edge of the nozzle and plate had a relatively small effect on both the frequency and mode shape of the resultant acoustic modes, with a difference in frequency of any given mode of less than 3% between simulations using the jet-plate air volume and those with additional air volumes placed at the openings.

The simulations confirmed the presence of a myriad of acoustic modes between the nozzle flange and the plate surface for the frequency range of interest. Figure 10 shows experimentally obtained average tone frequency for the m=II sub-stage as shown in Figure 6, compared to the tone frequency prediction of the finite element model, along with the calculated dimensionless acoustic pressure distribution between the nozzle and the impingement surface. The prediction of the finite element model shows good agreement with the experimental data, with an average deviation of less than 5%. In addition, the good qualitative agreement in tone frequency as a function of impingement ratio between the experimental and the numerical model indicates that the sub-stage phenomenon is likely produced as a result of a fluid-resonant coupling.

**FIGURE 9: A) ACOUSTIC TONE FREQUENCY AND B) NUMBER OF ACOUSTIC WAVELENGTHS BETWEEN THE NOZZLE FLANGE AND THE IMPINGEMENT SURFACE FOR THE n=3, m=II SUB-STAGE.**

In order to investigate the fluid-resonant coupling of the shear layer mode of the jet with trapped acoustic modes between the nozzle and the plate, the acoustic tone data from the m=II sub-stage of the n=3 anti-symmetric jet-stage is plotted in Figure 9. Part a) of the figure shows the tone frequency data as a function of Mach number for a variety of impingement ratios. At each fixed impingement ratio (x_a/h), the sub-stage is excited at frequencies which increase slightly as the Mach number of the jet is increased, with the total variation in resonant tone frequency as a function of Mach number at each particular impingement ratio is relatively small, typically less than 5% of the mean value. When the impingement ratio is increased, this qualitative trend is maintained, but the mean frequency for the sub-stage decreases, indicating that the impinging jet is coupled to acoustic mode between the nozzle flange and the impingement surface, with the frequency being tied to the length scale of the resonator.

Part b) of this figure shows same data in the form of a dimensionless parameter of the ratio of distance between the nozzle flange and the impingement surface (x_a+ζ) to the wavelength of the resonant acoustic mode, as a function of Mach number, which clearly shows a collapse of the frequency data to a well-defined increasing linear trend. The data shows an excellent collapse at Mach numbers below M=0.9, and a fair collapse at transonic Mach numbers, with approximately constant ratio between the length scale and wavelength. The variation in the ratio of the length scale to the wavelength of the acoustic wave may be attributed to the effect of the mean flow on the frequency and mode shape of the resonant acoustic mode.
It should be noted that the objective of computing the frequency of resonant acoustic modes was to validate the existence of trapped modes with frequencies and mode shapes consistent with results obtained during experiments within the fluid-resonant regime. A relatively simple model was therefore selected for this study because even if the boundary conditions were more accurately modeled, the resonance frequencies and mode shapes would still be approximate as the effects of the mean flow would not be captured.

CONCLUSIONS

A comprehensive experimental study of the high-speed planar jet-plate geometry has been performed for Mach numbers from \( M=0.44 \) to 1.0 and impingement ratios between \( x/h=2.0 \) and 32.0, for a single jet thickness of \( h=3.0 \) mm. The planar jet-plate system has been shown to excite strong, narrow band acoustic tones over a wide range of Mach numbers and impingement ratios. These tones have been found to be excited within two distinct ranges, a lower speed linear regime, where tones are excited by a hydrodynamic mode of the jet consisting of downstream propagating flow structures and upstream propagating acoustic disturbances, and a higher-speed fluid-resonant regime, in which a hydrodynamic mode couples with a resonant acoustic mode occurring between the nozzle flange and the plate surface. The various jet-stages have been found to be excited in distinct recurring bands, with each band being associated with a particular resonant acoustic mode between the plate surface and the nozzle flange.
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ABSTRACT
A hybrid noise prediction approach is proposed, validated and applied to study the acoustic emission by a 2D flow over a rectangular cylinder at Re = 200, and to investigate the influence of the angle of attack. In a first step, the unsteady incompressible flow is simulated. The presence of the bluff body is modelled through an immersed boundary method. In a second step, the acoustic field is evaluated using Curle’s analogy and the compact source approximation. Ten values of the incidence are considered from 0° to 90°. A change in the vortex street topology around 20° of incidence is exhibited, whose trace is visible on the phase portrait of the aerodynamic force and, consequently, on the acoustic directivity.

1 INTRODUCTION
Thanks to past research efforts, the prediction of the noise radiated by unsteady flows has reached a state that is mature enough to provide efficient tools for industrial application. However, for some part, our understanding of the underlying physics remains fragmentary. For example, Curle’s analogy [1] lead to an estimation of the acoustic pressure in far field as scaling on $M^5/2$ for its compact dipole in 2D. Such law needs the introduction of a characteristic length of the flow. As shown by Inoue & Hatakeyama [2, 3], Curle’s power law describes correctly the case of the aeolian tone, for which the reference length is naturally the cylinder diameter. How the coefficient in front of $M^{5/2}$ is affected by the geometry of the body attacked by the flow is the issue addressed by the present contribution. In particular, the goal is to exhibit flows with the same reference length but with significantly different radiated power, for example whistling regimes with high acoustic efficiency.

For such purpose, the flow over a rectangular cylinder at incidence is a good configuration. Indeed, depending on the incidence angle, two shedding regimes are observed, as plotted in figure 1. For low angles, the vortex street is aligned downstream the body, while for angles higher than 45 degrees, positive and negative vortices form two alternate lines. In all likelihood, such change in the vortex dynamics may affect the acoustic emission mechanism and efficiency, despite the main cross section is kept constant. This will be studied in section 4.4.

Furthermore, it has been shown by different authors (Powell, Howe), and illustrated by Gloerfelt et al [4], that the surfacic source term derived by Curle should only be considered as an equivalent source, since it accounts for the diffraction by the body of acoustic waves generated inside the unsteady wake. The fact that an incompressible flow simulation is able to predict such effect does not contradict these theoretical results. Indeed, in the very near-field the wave operator reduces to the Laplacian which governs the incompressible pressure variations. However, exhibiting different shedding regimes provides a chance to improve our understanding of the link between the vortex dynamics and the associated noise.

The paper is organised as follows. In section 2, the flow configuration is presented as well as its numerical simulation. Then the noise estimation method is introduced in section 3, based on Curle’s analogy and on the unsteady forces evaluation through the immersed boundary method. The validation of the method and the acoustic results are provided in section 4.

∗Address all correspondence to this author.
Figure 1: INSTANTANEOUS VORTICITY CONTOURS. THE LEVELS ARE FROM \(-5.5\) TO 5.5 WITH AN INCREMENT OF 1. SOLID LINES: POSITIVE LEVELS; DASHED LINES: NEGATIVE LEVELS.

2 FLOW CONFIGURATION AND NUMERICAL TOOLS

Unsteady 2D numerical simulations of the viscous flow over a rectangular cylinder have been carried out, varying the incidence. The aspect ratio of the bluff body is kept constant, \(B/A = 4\). The configuration is sketched in figure 2. The Reynolds number is 200, based on the upstream velocity \(U_\infty\) and on the main cross section, noted \(d\), which are taken as characteristic velocity and length in this study. The size of the computational domain in the transverse direction is also the same for every incidence, so that the blockage ratio has a constant value of 5%. Consequently, the size of the edges of the rectangular cylinder depends on the incidence. For example, for \(\alpha = 0^\circ\), one have \(A = d = 1\) and \(B = 4\), while for \(\alpha = 90^\circ\), \(A\) decreases to \(0.25\) while \(B\) becomes equal to the main cross section \(d\). Beside, the projected length of the cylinder is noted \(L\) and is given by \(L = B \cos \alpha + A \sin \alpha\).
Such conventions are followed in order to be consistent with the results presented by Sohankar et al [5]. Although this value of the Reynolds number may be critical for those flows, and that a 3D transition may have occurred (whilst it may depend on the incidence), the 2D simulations are well suited to the present aeracoustic issue of exhibiting and study whistling configurations.

Free-slip conditions are set on the lateral boundaries of the computational domain, while a convection condition is set outflow. The presence of the bluff body is modelled through a virtual boundary method, the behavior of which, in the case of sharp edged bodies, has been studied in [6]. The numerical code itself is described in details in [7]. It solves the incompressible Navier-Stokes equation, using 6th order compact central finite difference scheme for the evaluation of space derivatives, and the 3rd order Runge-Kutta time marching. The cartesian grid is uniform streamwise, while, in the transverse direction, it is stretched from the cylinder center, the latter being taken as the origin of the reference frame.

3 NOISE ESTIMATION METHOD
Curle’s analogy

The convected form of Curle’s integral solution [1] to Lightill’s analogy is computed here in the frequency domain. The acoustic pressure at an observer located in $x = (x_1, x_2)$ is given by:

$$\tilde{P}_u(x, \omega) = -\int_{\partial D} [\tilde{P} \delta_{ij} - \tau_{ij}^v] \frac{\partial \tilde{G}_c(x|y, \omega)}{\partial y_i} d\Sigma(y)$$

Where $\tilde{f}$ is the Fourier transform of $f$, $p$ is the pressure and $\tau_{ij}$ is the viscous stress tensor.

The 2D free-field convected Green function $G_c$ is given in the frequency domain by:

$$\tilde{G}_c(x|y, \omega) = \frac{i}{4\beta} \exp \left( \frac{iMkr}{\beta^2} \right) H_0^{(2)} \left( \frac{kr}{\beta^2} \right)$$

where $y = (y_1, y_2)$ is the source position, $r_i = x_i - y_i$, $i^2 = -1$, $H_0^{(m)}$ is the Hankel function of order $\nu$ of $m^{th}$ kind, $\omega$ is the angular frequency under consideration and $k = \omega/c_0$. The Green function space derivatives are given in Gloerfelt et al [8].

$$\beta^2 = 1 - M^2$$

In this application of Curle’s analogy, which is devoted to low speed flows, the volumic source term has been neglected to get (1). Their quadrupolar character may a priori turn them insignificant with respect to the surfacic terms for low Mach number subsonic aeroacoustics. However, such assumption depends on the source compactness. This issue is postponed until a further study.

Assuming a compact source and a far field estimation, $||x - y||$ can be approximated by $||x||$, that is $r_i \approx x_i$ and $r_\beta \approx \sqrt{x_1^2 + \beta^2 x_2^2}$. Consequently, the Green function and its derivatives does not depend on $y$ anymore, and Curle’s solution reduces to:

$$\tilde{P}_u(x, \omega) = -\frac{\partial \tilde{G}_c(x|y, \omega)}{\partial y_j} F_i(\omega)$$

where $\tilde{G}_c$ stands for the approximation of $\tilde{G}_c$ when $||y|| << ||r||$, and $F_i(\omega) = \int_{\partial D} [\tilde{P} \delta_{ij} - \tau_{ij}^v] n_j d\Sigma(y)$ is the $i^{th}$ component of the unsteady aerodynamic force on the bluff body, here including its viscous component.

3.1 Unsteady aerodynamic force evaluation

The evaluation of the unsteady load, which is the source quantity in the present application of Curle’s analogy, takes advantage of the modelling of the no-slip condition with the immersed boundary method. This method introduces an external force field in the following momentum equation:

$$\frac{\partial u}{\partial t} + u \frac{\partial u}{\partial y_j} = -\frac{\partial p}{\partial y_i} + \frac{1}{Re} \frac{\partial^2 u}{\partial y_j \partial y_j} + f$$
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The feedback forcing method \cite{9} defines $f$ as:

$$f(y, t) = -\varepsilon(y) \left[ \omega_n^2 \int u(y, t) \, dt + 2\zeta \omega_n \, u(y, t) \right]$$ \hfill (5)

where $\omega_n$ and $\zeta$ are the natural frequency and the damping coefficient of the second order controller thus introduced, which forces the velocity field $u$ to be zero everywhere $\varepsilon$ is non zero. In the present case, this mask function is set to 1 for each grid point located inside the bluff body, and to 0 outside.

Integrating (4) over the solid domain ($\varepsilon = 1$) leads to:

$$F = \frac{\partial}{\partial t} \int_{\varepsilon=1} u \, dV(y) + \int_{\partial D} u(u \cdot n) \, d\Sigma(y) - \int_{\varepsilon=1} f dV(y)$$ \hfill (6)

Table 1: AERODYNAMIC QUANTITIES FOR THE CIRCULAR CYLINDER FLOW AT $Re = 150$.

<table>
<thead>
<tr>
<th>Quantity</th>
<th>Present</th>
<th>I &amp; H \cite{2}</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean $C_D$</td>
<td>1.35</td>
<td>1.32</td>
</tr>
<tr>
<td>$C_D$ amplitude</td>
<td>.026</td>
<td>.026</td>
</tr>
<tr>
<td>$C_L$ amplitude</td>
<td>.52</td>
<td>.52</td>
</tr>
<tr>
<td>$St$</td>
<td>.189</td>
<td>.183</td>
</tr>
</tbody>
</table>
The amplitude of the lift and drag coefficients is perfectly evaluated using the forcing term as given by (6). The mean drag force is also in good agreement, while slightly overestimated by the immersed boundary method. The Strouhal number is 4% higher than the value reported in ref. [2]. However the latter also mention a value of 1.85 obtained with incompressible simulations, from which the present result is closer.

The comparison for the acoustic pressure field is presented in figure 3. The acoustic wave pattern predicted by the compact convected spectral form of the present application of Curle’s analogy agrees qualitatively and quantitatively very well with the pressure field directly computed by Inoue & Hatakeyama [2]. The fluctuating aerodynamic wake is naturally lost in the hybrid computation since the Green formalism does not propagate the convective modes.

4.2 Validation of the rectangular cylinder flows

The flow over a rectangular cylinder is simulated for 10 values of the incidence, from 0° to 90°. Note that the main cross section is the same for all cases. The grid and domain extent are also kept constant. For each incidence, the Strouhal number, the mean drag and lift coefficients and the rms lift coefficient are evaluated once the periodic state is achieved, and compared to the results reported by Sohankar et al [5] in figure 4.

For all the aerodynamic quantities, the qualitative behavior with incidence is well recovered in the present simulation. In particular, the drag growth, the Strouhal number and the mean and rms lift peaks at 10°, and the secondary peaks of the Strouhal number and of the rms lift at higher incidences, are correctly tracked. The present values are globally overestimated, except the Strouhal number at incidences higher than 45° which is strongly underestimated. Note that for the mean drag coefficient, only the pressure drag is contained in the values communicated by Sohankar et al in [5]. A better agreement can be obtained with a finer grid and a larger domain streamwise. As a conclusion, the good prediction of the fluctuating force and its variation with incidence allows the study of the acoustic features of the flow.

4.3 Acoustic field for α = 30°

As an illustration, the noise radiated by the flow over the rectangular cylinder at 30 degrees of incidence is plotted in figure 7. Since the source quantities come from an incompressible simulation, the sound speed can be arbitrary defined. In order to respect the compact character in-
cluded in the incompressible assumption and in the acoustic formulation, we take \( c_0 = 10U_\infty \), that is \( M = 0.1 \). As a consequence, the wave pattern is less modified by convection effects than in the circular cylinder case at \( M = 0.2 \) presented in figure 3.

At that incidence, the lift contribution is strongly dominant, as in the aeolian tone, but the drag contribution becomes less negligible. The dipolar nature of the total noise is significantly modified by the drag contribution streamwise. Finally, the acoustic intensity at 90° is about 3 times higher (5dB) for the rectangular cylinder than for the circular cylinder.

### 4.4 Influence of the incidence

The phase portraits of the aerodynamic force (the fluctuating lift as a function of the fluctuating drag over one shedding period) are presented in figure 5 and 6. They illustrate well how the transition of vortex shedding around \( \alpha = 30° \) affects the flow signature at the wall through the aerodynamic coefficients. There is a significant drag increase between 20° and 45°, and the phase loop shifts from a little North-West / South-East orientation to a strong South-West / North-East orientation.

The acoustic directivity pattern is plotted in figure 8 for every incidence. As expected, the acoustic intensity upward and downward follows closely the behavior of the \( \text{rms} \) lift coefficient, with a maximum of radiation for \( \alpha = 45° \). Except without incidence, the flow over the rectangular cylinder generates always more noise than the aeolian tone. The drag contribution increases with incidence, like the mean drag coefficient. For \( \alpha = 90° \), the intensity in the transverse direction is only five times higher (7dB) than the intensity streamwise, meaning that the latter direction can not be considered as quiet any-
more. Finally, the trace of the vortex regime change around $\alpha = 30^\circ$ is visible through a slight deviation of the directions of minimum or maximum acoustic intensity: for $\alpha \geq 30^\circ$, they are deviated clockwise, while they are deviated counterclockwise for small incidence.

5 CONCLUDING REMARKS

The present hybrid method, combining an incompressible simulation using the immersed boundary method with Curle’s formulation for a compact source, constitutes a kind of numerical aeroacoustic wind tunnel for low speed flows. It has been validated both aerodynamically and acoustically through the computation of the aeolian tone. Its flexibility with respect to geometry changes allowed to apply it to study the influence of incidence on the noise generated by a rectangular cylinder. The main result is the reduction of the dipolar nature of the aeroacoustic source, due to the drag increase with
incidence.

Such database could serve as a catalog of aeroacoustic behaviors to support modelling. In an industrial context, models are missing which would be able to discriminate configurations from the aeroacoustic efficiency point of view, once the Mach Number, and thus Curle’s power law, is given.
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ABSTRACT

Tube banks are set up in the duct of heat exchangers such as boilers etc. When the frequency of the Karman vortex behind the tube banks is close to the acoustic natural frequency of the duct, the self-sustained tone is generated. Generally, the method of inserting the baffle plate in tube banks is adopted as countermeasures of the self-sustained tone. However, when there is a space called a cavity between tube banks, the method of inserting the baffle plate has not been established. Then, to examine the generation mechanism and the countermeasure of the self-sustained tone for tube banks with a cavity, an experiment and analysis were carried out in this study.

INTRODUCTION

Tube banks are set up in the duct of heat exchangers such as boilers etc. When the frequency of the Karman vortex behind the tube banks is close to the natural frequency of the duct, the self-sustained tone is generated.

Generally, the methods of inserting the baffle plate in tube banks and sticking absorbents up on the duct wall are adopted as countermeasures of the self-sustained tone. The former is said to be due to the rising the acoustic natural frequency of the duct by inserting the baffle plate and a resonance can be avoided.

However the rising of the ducts natural frequency due to the insertion of the baffle plate could not be confirmed in this study. The mechanism of the countermeasure using the baffle plate has not been clarified yet. Also, the optimum inserting condition of the baffle plate has not been established in the case of two tube banks with a cavity as well.

In this paper, the effect of the insertion of the baffle plate on the acoustic natural frequency of the duct is examined experimentally and analytically. The suppression mechanism of the self-sustained tone due to the baffle plate is predicted by examining the relation between the inserting position and the suppression effect. Furthermore another countermeasure is also examined in which rubber sheets are applied to both sides of the walls of the duct.

CHANGE OF DUCT NATURAL FREQUENCY DUE TO BAFFLE INSERTION

According to the reference (4), the self-sustained tone is said to be able to be avoided by increasing the acoustic natural frequency of the duct due to the baffle plate insertion. However it was confirmed that the acoustic natural frequency of the duct was decreased by the baffle plate insertion in this study. The effect of the baffle plate insertion on the acoustic natural frequency of the duct will be examined in detail.

Experimental Method

Fig.1 shows the experimental setup. The size of the duct is shown in this figure. The tube bank is composed of many tubes and the array is 5 rows ×18 tubes. The diameter of the tube is 6mm and the tube is made of the bronze. The array pattern is T/D=L/D=2.0. T and L are a transverse center–to-center spacing and a longitudinal center–to-center spacing respectively. The speaker and the microphone are set in the duct and the duct’s natural frequency is measured. In addition, the measurement is also carried out in the case of the baffle insertion. The baffle plate length is as same as the width of the tube bank. The measurement is carried out by moving the baffle plate in the longitudinal direction. The center of the tube bank is defined as 0 points, the pitch of the tubes is defined as the unity, the upstream is defined as the minus position, and the downstream is defined as the positive position.

Analytical Method

The two dimensional analytical model is shown in Fig.2 and the analysis is carried out by the finite element method. The boundary conditions are as follows: The
pressures of the inlet and the outlet of the duct are zero and the particle velocity is zero at both sides of the walls. The noise sources with anti-phase are put in order to excite the first wide direction mode of the duct. The tubes are modeled in two ways. One is modeled by the difference of the sound speed, which is the method by Blevins et. al. as shown in Fig.2. In the other, the tubes are modeled one by one in detail as shown in Fig.3. The sound speed is unity anywhere in the sound field and is given by \( c = 340 \text{ m/s} \).

**Experimental Result and Analytical Result**

Fig.4 and Fig.5 show the acoustic natural frequencies of the combined mode with the first mode of width direction and the first longitudinal mode of the duct in two different models respectively. The horizontal axis shows the baffle plate position described before and the vertical axis shows the acoustic natural frequency of the duct. The small dotted line shows the experimental result and the large dotted line shows the analytical result in the case of no baffle plate.

On the other hand, the real line shows the experimental result and the symbols shows the analytical result in the case of the baffle plate insertion. The baffle plate position is defined as unity of 12mm distance which is the space of two adjacent tubes. The minus (-) and the plus (+) show the upstream and the downstream directions respectively. It can be seen from Fig.4 that the acoustic natural frequency of the duct decreases when the baffle plate exists at the center of the duct and the analytical result is in good agreement with the experimental one. However the analytical result is different from the experimental one when the baffle plate exists in the tube bank. That is to say, the acoustic natural frequency of the duct becomes lower by inserting the baffle plate at the belly of the sound pressure in the longitudinal mode. In reverse, the decreasing of the acoustic natural frequency of the duct cannot yield in cases where the baffle plate is inserted at the node of the sound pressure in the longitudinal mode.

**EXAMINATION OF THE INSERTING POSITION OF BAFFLE PLATE IN BLOWING TEST**

In the previous chapter, it could be understood that the suppression mechanism of the baffle plate insertion was not due to the change of the acoustic natural frequency of the duct because the baffle plate insertion makes the acoustic natural frequency lower. Then in this chapter, the relation between the onset velocity of the self-sustained tone and the baffle plate inserting position will be examined by the blowing test. There are two cases of examined items. One is the case of one bank, that is to say, no cavity and the other is two banks with a cavity. Here the effect of the baffle plate is defined to make the onset velocity high.

**Experimental Setup and Method**

Fig.6 shows the experimental setup. The size of the duct is shown in this figure. The duct is connected with the blower exit and the flow rate is changed by the inverter frequency. The inverter frequency range is 20Hz to 60Hz.
and increases every 5 Hz. The inverter frequency is changed every 1 Hz in the neighborhood of the onset of the self-sustained tone. The experiments were carried out with and without baffle plates.

**Experimental Result (One Tube Bank)**

Fig. 7 shows the sound pressure distributions of the inner field of the duct in the cases of with/without insertion of the baffle plate. The left side of this figure shows the case without the baffle plate. It can be seen from this figure that the gradient of the sound pressure is the largest at the center in the width direction of the duct. In other words, it can be said that the particle velocity is the largest at the center in the width direction of the duct.

On the contrary, it can be seen from the right figure, which shows the case of insertion of the baffle plate, that the gradient of the sound pressure does not appear in the width direction of the duct and the particle velocity can be said to be small. From the velocity decreasing at the center of the width of the duct after an onset of the self-sustained tone and the sound pressure distribution shown in Fig. 5, it can be considered that the particle velocity is large in the case of no insertion of the baffle plate and the particle velocity can be suppressed by the insertion of the baffle plate.

Also, the acoustic power $W(w)$ that the vortex gives to the sound field of the duct can be expressed by the Eq. (1)

$$W = \rho \int \left( \nabla \times \vec{V} \right) \cdot \xi dV$$  \hspace{1cm} (1)

Where $\rho$ is the gas density [kg/m$^3$], $\nabla \times \vec{V}$ is the vorticity [rad/s], $\vec{V}$ is the gap velocity [m/s], $\xi$ is the particle velocity [m/s]. As mentioned above, it can be considered that the insertion of the baffle plate can suppress the particle velocity. The particle velocity then becomes small in Eq. (1) in the case of the insertion of the baffle plate and it results in a large onset velocity.

Fig. 8 shows the onset velocity of the self-sustained tone in each position when the baffle plate is moved in a longitudinal direction. The onset velocities in the case of the position of the baffle plate being $-2 \sim 1$ become larger than the one in the case of no baffle plate. This means the insertion of the baffle plate is effective in the suppression of the self-sustained tone. However the effect is not bilaterally symmetric and the inserting of the baffle plate upstream side is more effective. This may be considered as the vortex generating from the tube bank is also being suppressed by the baffle plate insertion.

**Experimental Result (Two Tube Banks with Cavity)**

Fig. 9 shows the onset velocity of the self-sustained tone in the case of the two banks with a cavity. The horizontal line shows the cavity length and the result of one bank is also shown. The baffle plate is inserted into only the tube bank. Fig. 9 shows the results of both cases which are with and without baffle plates. The self-sustained tone could not be observed at the places without a plot point.
behave like one large bank. When the cavity length is 0, the self-sustained tone does not generate. Because the baffle plate is inserted into all tube banks, it can be considered even as one bank. However when the cavity length is 0.05m~0.15m, the non-baffle plate part exists in a large bank which consists of two banks and a cavity part, and the self-sustained tone generated. On the contrary, when the cavity length becomes 0.2m or more, each bank becomes an independent state.

Thus, the self-sustained tone does not generate when the baffle plates are inserted into each tube bank.

SUPPRESSION OF SELF-SUSTAINED TONE DUE TO RUBBER SHEET

In order to examine the suppression effect of another countermeasure which is different from baffle plates and absorbents, the experiment using rubber sheets applied to both sides of the walls of the duct was carried out.

Fig.9 shows the outline of the experimental setup. The tube bank used here is as same as the one used in the previous chapter and its size is shown in this figure. Rubber sheets with 1mm thickness are inserted in the vicinity of both sides of the walls of the duct and they are fixed as shown in Fig.9.

The rubber sheets can be winded by the winder and the tension of the rubber can be changed. There are five patterns in all as follows. The pattern 0 is the case of no rubber sheets and the pattern 1~4 are cases of the rubber sheets with four kinds of tension. The tension is the largest in pattern 4 and the smallest in pattern 1. The sound pressure level is measured with changing the flow velocity in each pattern.

Fig.10 shows the relation between the gap velocity of the tube bank and the sound pressure level in the case of the tube bank with 5 rows. The steep rising of the sound pressure can be seen in the cases of pattern 0, pattern 3 and pattern 4. The pattern 3 and the pattern 4 are the cases of comparatively larger tension. This steep rising of the sound pressure means the generation of the self-sustained tone. From this result, it can be clarified that the suppression effect of the self-sustained tone appears in the case of using rubber sheets with small tension.

CONCLUSIONS

The experiment and the analysis were carried out in order to examine the cause and the countermeasure for the self-sustained tone generated from the tube bank with a cavity. As a result, the following findings could be obtained.

(1) The resonant frequency of the duct decreases when the baffle plate is inserted at the belly of the sound pressure distribution of the first longitudinal direction mode. Inversely, the resonant frequency does not decrease when the baffle plate is inserted at the node.

(2) The insertion of the baffle plate suppresses the particle velocity of the width direction of the duct and its results in the suppression of the self-sustained tone.

(3) It can be considered that the vortex shedding is suppressed by the insertion of the baffle plate. It also relates the suppression of the self-sustained tone.

(4) It is important to focus the independency of each tube bank in the suppression of the self-sustained tone due to the insertion of the baffle plate in the tube bank duct with a cavity.

(5) The new countermeasure which uses the rubber sheets at both sides of the walls of the duct is effective for the suppression of the self-sustained tone.
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ABSTRACT

Axisymmetric cavities along pipes are commonly encountered construction in industrial applications, which can also be considered as a unit element of a corrugated pipe. At critical conditions, the flow through such an axisymmetric cavity-pipe system causes self-sustained oscillations that lead to high-amplitude sound generation, called whistling, and associated mechanical vibration. The current work studies the effect of a swirl on the whistling behaviour of single and double axisymmetric cavities in a pipe line. Experiments demonstrate that swirl has an effect both on the range of Strouhal numbers, in which the whistling is observed, and the respective whistling amplitudes.

EXPERIMENTAL CONDITIONS

Set-up and the test section

The set-up used for the experiments is shown in figure 1. The test section is composed of from upstream to downstream a long straight pipe segment, an axisymmetric cavity and a short straight pipe segment. The inner diameter of the straight pipe segments is $D = 44$ mm. The length of the long and the short segments are $L_{in} = 850$ mm and $L_{out} = 15$ mm, respectively. The width of the cavity is $W = 40$ mm. The cavity depth to width ratio is $H/W = 0.675$. The setup allows the placement of a second cavity and to vary the plateau ($L_p$) length, the constant diameter part between the two cavities. The radii of curvature of the upstream and downstream cavity edges are denoted by $r_{up}$ and $r_{down}$, respectively. The upstream edge radius of the first cavity and the downstream edge radius of the last cavity is 5 mm, all the other edge radii are 2.5 mm. Experiments have been performed for three different plateau length to width ratios, namely $L_p/W = 0.375$ and 0.875. It should be noted that the plateau length does not include the edge radii of the cavities, see figure 1. Thus, when the plateau length is $L_p = 0$ mm there, still, exists a wall thickness $(r_{down} + L_p + r_{up})$ between the cavities, which is 5mm.

In the current study aeroacoustic power generation due to a self-sustained oscillation by an axisymmetric cavity exposed to a grazing flow with and without swirl is studied. The feedback effect is due to a fluid-resonant mechanism [6] produced by the velocity fluctuations resulting from a coupling of vortex shedding at the upstream cavity edge with an acoustic standing wave in a coaxial pipe [1, 7, 8].

INTRODUCTION

Pipe systems with axisymmetric cavities are often used in engineering applications. However, at critical conditions, the flow through such an axisymmetric cavity-pipe system causes self-sustained oscillations that lead to high-amplitude sound generation, called whistling and associated mechanical vibration. Whistling in such cavities has been a subject of extensive research [1–5]. The previous work in the literature discuss almost exclusively the case of grazing pipe flow over the cavity without swirl. However, swirl is very common in industrial applications e.g. an axisymmetric cavity at the downstream of a bending or a pipe splitting experiences an approach profile with a strong swirl. Helical corrugated pipe is another interesting application in which the flow has a strong swirl created by the helically corrugated wavy walls of the pipe.

∗Address all correspondence to this author.
connected to a high-pressure air supply system, which is composed of, from upstream to downstream, a compressor, a constant pressure vessel, a control valve, a buffer vessel, a turbine flow meter and an expansion chamber muffler. Two different expansion chamber mufflers were used in the experiments. One of the expansion chamber mufflers was attached coaxially to the pipe for the reference case i.e. the flow does not have a swirl, as shown schematically in figure 1. For the case with the swirl the pipe tangentially connected to the second expansion chamber muffler also separation plates are installed in the expansion chamber to enhance swirl. Both of the expansion chamber mufflers have a length of 1.5 m and a diameter of 0.6 m and covered internally with sound absorbing foam with a thickness of 100 mm in order to avoid cavity resonances. The downstream termination is open to the laboratory, a large room of 15 m × 4 m × 4 m (not an anechoic chamber).

The details of the experimental setup are presented in earlier works of the authors [8, 9].

**Acoustic and mean flow conditions**

Previous work on multiple side branch systems [10, 11] and corrugated pipes [12] has shown that the spatial position of the cavity with respect to the coupling longitudinal standing wave is important for the sound production. The cavity is placed close to the pipe termination, a pressure node, to maximize the sound production. All the experiments have been carried out at the first longitudinal acoustic mode. This is a standing wave of a half-wave length in the pipe \( L \approx \lambda / 2 \). The system whistles also for the higher acoustic modes (i.e. \( L \approx \lambda, 3/2\lambda, \cdots \)). Experiments have been performed at the lowest possible whistling mode in order to keep the sound source as compact as possible \( W \ll \lambda \).

Velocity profile measurements are performed with a hotwire probe at 2 mm upstream of the cavity for both expansion chambers at a Reynolds number of \( Re = 3.5 \times 10^4 \). This Reynolds number corresponds to a mean flow velocity at which the system whistles at the first longitudinal acoustic mode. In figure 2 the velocity profiles measured with and without swirl are presented. It is seen that the swirl leads to a strong asymmetry in the velocity profile. Since the velocity profiles measurements are performed with a single-wire probe (55P11 - Dantec Dynamics) the azimuthal component of the mean flow velocity cannot be measured, as a result the strength of the swirl cannot be quantified. Thus, the paper should be considered as a preliminary work rather than a quantitative assessment of the effect of swirl on the whistling.
Maximum dimensionless fluctuation amplitude

Knowing the pressure fluctuations at seven different spatial positions, using the multi-microphone method [13] traveling acoustic plane waves were reconstructed. In the paper the term fluctuation amplitude is used to specify the maximum dimensionless sound amplitude that is attained in the standing wave. The fluctuation amplitude is defined as:

$$\left| \frac{p'_{\text{max}}}{p_0c_0U} \right| = \left| \frac{u'_{\text{max}}}{U} \right|$$  \hspace{1cm} (1)

where $|p'_{\text{max}}|$ is the amplitude of the standing pressure wave at a pressure anti-node inside the pipe and $|u'_{\text{max}}|$ is the amplitude of acoustic velocity at a pressure node. Since the term fluctuation amplitude always refers to this maximum dimensionless sound amplitude; the subscript max will be dropped for convenience. The details of the data processing is provided in an earlier work [9].

EFFECT OF A SWIRL ON THE WHISTLING

A single axisymmetric cavity

In figure 3 measured dimensionless fluctuation amplitude $|u'|/U$ is plotted against Strouhal number $Sr = f(W + r_{up})/U$ for a single axisymmetric cavity receiving two different velocity profiles, see figure 2. It is seen that swirl has an effect both on the Strouhal number and on the amplitude of the whistling. The difference in the Strouhal number is expected due to a variation in the velocity profile [14]. The drop in the fluctuation amplitude can be due to the disturbance of the 3D coherence of the vortex shedding due to the presence of swirl.

Double axisymmetric cavity configurations

In an earlier work of the authors [8] aeroacoustic sound generation due to self-sustained oscillations by a series of compact axisymmetric cavities exposed to grazing flow is studied. In the experiments cavities are coupled to the same standing wave. This synchronizes the vortex shedding among the cavities that are close to the same pressure node, which creates a collaborative sound production. The study demonstrated that there is also a strong hydrodynamic interference between adjacent cavities. Depending on the plateau length and the Strouhal number, the hydrodynamic interference can collaborate with the acoustic synchronization which amplifies the sound production or hydrodynamic interference can counteract with the acoustic synchronization which decreases the sound production. Here the effect of swirl on this phenomenon is addressed.

In figure 4 measured fluctuation amplitude is plotted against Strouhal number for 3 double axisymmetric cavity configurations with plateau lengths of $L_p/W = 0, 0.375, 0.875$, the left graph is flow without swirl (adopted from ref. [8]) and the right graph on the right is flow with a swirl (see figure 2). It is seen that for $L_p/W = 0$ and $L_p/W = 0.375$ for both flow conditions (with and without swirl) there is a single peak for the fluctuation amplitude. Neither the peak-amplitude nor the range of whistling Strouhal numbers were altered significantly due to the presence of the swirl in the flow.

For $L_p/W = 0.875$, however, there are two peaks for the fluctuation amplitude for both flow conditions. The two peaks are merged to each other for the flow without swirl, whereas the flow with the swirl has distinctly separated peaks. It is clear that the swirl decreases the amplitude of the low Strouhal number peak considerably. These experiments indicate that swirl can have a strong effect on the whistling behaviour of double cavity systems. This is likely to be due to the effect of swirl on the hydrodynamic interference.

CONCLUSION

The effect of a swirl on the aeroacoustic sound generation due to self-sustained oscillations, whistling, by a single and double axisymmetric cavity configurations exposed the grazing flow has been studied. The feedback effect is produced by the velocity fluctuations result-
from a coupling of vortex sheddings at the upstream cavity edges with acoustic standing waves in the coaxial pipe. By comparing experiments performed with and without the presence of a swirl in the flow, its effect on the whistling behaviour has been investigated.

The experiments performed on a single axisymmetric cavity show that swirl can decrease the amplitude of the acoustic fluctuations. It can also marginally affect the Strouhal range of whistling. Experiments performed on double axisymmetric cavity configurations with various plateau lengths demonstrate that the effect of the swirl depends on the plateau length and for some plateau lengths it can be pronounced particularly for the amplitude.

It should be noted that this work is a preliminary study on the effect of a swirl rather than an quantitative assessment. The findings indicate that swirl can play a significant role in the whistling behaviour of axisymmetric cavity pipe systems and calls for further research.
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ABSTRACT
The purpose of this study was to experimentally examine the interaction between pressure pulsations and piping vibration to improve the accuracy of numerical simulation in predicting piping vibration. In this study, an experimental mock up of a piping system similar to an actual plant was designed so that the acoustic resonance frequency of the internal fluid would correspond with the natural frequency of the mechanical piping vibration. Then we experimentally studied the conditions of interaction between them. Our results show that in pump-piping systems where the internal fluid is liquid, an interaction between pressure pulsations and piping vibration appears in pressure pulsations above a certain level of piping vibration. In addition, we can confirm that interaction between pressure pulsations and piping vibration in the out-of-plane direction is observed. There has been little detailed experimental study of this interaction.

Our results show that when vibration in the pump-piping system is predicted, under some vibration conditions we must take the interaction of pressure pulsation into consideration to improve calculation accuracy.

INTRODUCTION
Piping systems attached to pumps or compressors are excited by pressure pulsations of fluid in the piping. In particular, systems are greatly vibrated when the natural frequency of the bending mode coincides with the acoustical resonance frequency of fluid, which may result in damage.

Therefore, simulation is often used in designing plants to predict pressure pulsations and piping vibration [1],[2]. Such preliminary analysis has been recommended in the API Standards [3], [4].

When piping vibration is predicted, it is important to take into account the interaction between piping vibration and pulsations in order to improve accuracy. It is not necessary to take this interaction into consideration for gas in piping [5], however, for liquid, it is reported that the interaction sometimes occurs.

There are some detailed experimental studies of the interaction with piping vibration including bending modes and pressure pulsations. In the case of interaction in liquid systems, D'Souza [6], Washio [7], and Tanaka [8] have described it for longitudinal and shell mode vibrations of piping with a pump. Washio [9] and Tsuji [10], [11] also reported such phenomena.

In this study, we experimentally investigated the interaction between the piping vibrations, including bending modes and pressure pulsations in the piping system. A plunger pump-piping system was mocked up with a 40m piping. Then, our experiment was made with the natural frequencies of the piping coinciding with the acoustic resonance of liquid, and the resulting interaction phenomena were studied.

EXPERIMENTAL METHOD
EXPERIMENTAL EQUIPMENT
Figure 1 and Figure 2 show the test equipment that was used in this study. Table 1 outlines the equipment and test conditions. In our experimental piping system, approximately 40 m in length is connected to a triplex plunger pump. Pump speed is continuously varied from 75rpm to 450rpm with an inverter control. The piping system is stainless steel with an outside diameter of 27.2mm (3/4B sch40) and inside diameter of 21.4mm. As shown in Figure 2, there are seven bends (A-G), with movable supports near each bend to adjust the natural frequency of the piping system. Pressure is adjusted by a pressure control valve installed at the end of piping and ten pressure gauges measure pressure along the piping at positions P1-P10.
EXPERIMENTAL CONDITION

Table 2 shows the experimental conditions. Water was used as the internal fluid. The pump was operated from 100rpm to 460rpm and pressure pulsation and acceleration were measured by the pressure gauges installed along the piping and accelerometers attached at the bends. Line pressure was set to 1MPa, so that the boundary condition of the piping was “closed – open”. Two types of fixed conditions for the supports were used. One was a hard support using spacers as shown in Figure 3, so that the acoustic resonance frequency of the internal fluid would correspond with the natural frequency of the piping vibration. The other was a soft support using a coil spring as shown in Figure 4, so that the acoustic resonance frequency would not correspond with the natural frequency.

<table>
<thead>
<tr>
<th>TABLE 1: OUTLINE OF TEST EQUIPMENT</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Pump Specification</strong></td>
</tr>
<tr>
<td><strong>Discharge Pressure (MPa)</strong></td>
</tr>
<tr>
<td><strong>Discharge Flow Rate (L/min)</strong></td>
</tr>
<tr>
<td><strong>Rotating Speed (rpm)</strong></td>
</tr>
<tr>
<td><strong>Pipe Specification</strong></td>
</tr>
<tr>
<td><strong>Material</strong></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>TABLE 2: TEST CONDITION</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Test Condition</strong></td>
</tr>
<tr>
<td><strong>Rotating Speed (rpm)</strong></td>
</tr>
<tr>
<td><strong>Pressure (End)</strong></td>
</tr>
<tr>
<td><strong>Support of Bend</strong></td>
</tr>
</tbody>
</table>

![FIG.1: TEST EQUIPMENT](image1)

![FIG.2: TEST EQUIPMENT](image2)

![FIG.3: SUPPORT CONDITION (HARD)](image3)

![FIG.4: SUPPORT CONDITION (SOFT)](image4)
EXPERIMENTAL RESULTS

In the first part of the experiment, hard fixed conditions were used for the supports so that the acoustic resonance frequency of the internal fluid would correspond with the natural frequency of the piping vibration. Figures 5, 6 and 7 show pressure pulsations in the piping system when the pump was operated from 100rpm to 460rpm. In those figures the horizontal axis indicates the frequency and the vertical axis indicates the pressure. The third and sixth multiples of the basic rotating speed of the triplex plunger pump are shown.

In Figure 5, acoustic resonance phenomenon was observed at about 7Hz and 21Hz, where the length of the piping was 40.4m, the estimated sound velocity was about 1100m/s and the boundary condition of the piping was closed-open. It is notable that the pressure pulsation decreases at 19Hz and 22Hz, and increases at 16Hz, as shown in Figure 5-7. Figures 6 and 7 show the same phenomenon also appearing at all measurement points in the piping.

PRESSURE DECREASE AT 22HZ AND 19HZ

Figure 8 shows pressure pulsations at P1 and acceleration at Bend B. The horizontal axis indicates frequency (Hz) and the vertical axes indicate acceleration (m/s²) and pressure pulsation (MPa). In Figure 8, the pressure pulsation decreases at 22.1Hz, which is the natural frequency at Bend B section. Figure 9 shows another result of pressure pulsation and acceleration at Bend B when the pump speed is 150rpm-450rpm. In Figure 9, the same phenomenon was observed.

These fluctuations of pressure pulsations at 22Hz are affected by the mechanical resonance phenomenon at Bend B, particularly in the Y and Z directions of vibration.

Figure 10 shows pressure pulsation at P1 and acceleration at Bend C. Here, the pressure pulsation decreases at 22Hz, which is also the natural frequency at the Bend C section. The phenomenon is strongly affected by the piping vibration from Bend B to Bend C in the Y direction. The acceleration values are about 48-65m/s² in the Y direction. Figure 11 shows pressure pulsation at P1 and acceleration at Bend F. Here, the pressure pulsation decreases at 19Hz, which is the natural frequency in the Y direction at Bend F. The phenomenon is strongly affected by the piping vibration at Bend F in the Y direction. The acceleration values are about 46m/s² in the Y direction.

Figure 12 compares accelerations at Bend B between hard fixed supports and soft fixed supports. In the hard fixed supports the peak frequency is 22Hz and in the soft fixed supports the natural frequency is less than 20Hz and the peak value is smaller.

Figure 13 compares pressure pulsations at Bend B between hard and soft supports. In this case a decrease in pressure pulsation was not observed when the natural frequency of Bend B did not equal 22Hz. In Figure 12, another natural frequency at 17Hz was observed in the Z direction at Bend B, but it does not affect pressure pulsation in Figure 13.
**FIG. 8:** PRESSURE PULSATION AT P1 AND ACCELERATION AT BEND B (ROTATING SPEED: 100RPM–460RPM THE 3RD AND 6TH ORDERS SUPPORT CONDITION: HARD)

**FIG. 9:** PRESSURE PULSATION AT P1 AND ACCELERATION AT BEND B (ROTATING SPEED: 150RPM–450RPM THE 3RD AND 6TH ORDERS SUPPORT CONDITION: HARD)

**FIG. 10:** PRESSURE PULSATION AT P1 AND ACCELERATION AT BEND C (ROTATING SPEED: 100RPM–460RPM THE 3RD AND 6TH ORDERS SUPPORT CONDITION: HARD)

**FIG. 11:** PRESSURE PULSATION AT P1 AND ACCELERATION AT BEND F (ROTATING SPEED: 150RPM–450RPM THE 3RD AND 6TH ORDERS SUPPORT CONDITION: HARD)

**FIG. 12:** COMPARISON OF ACCELERATION AT BEND B (ROTATING SPEED: 100RPM–460RPM SUPPORT CONDITION: HARD VS. SOFT)

**FIG. 13:** COMPARISON OF PRESSURE PULSATION AT P1 (ROTATING SPEED: 100RPM–460RPM THE 3RD AND 6TH ORDERS SUPPORT CONDITION: HARD VS. SOFT)
Previous study showed that the piping vibration at 10-16 m/s² does not generate significant interaction with pressure pulsation [11]. In this study the interaction between pressure pulsation and piping vibration appears when the level is more than approximately 40 m/s².

(2) The interaction between pressure pulsation and piping vibration in the in-plane direction results in a decrease of pressure pulsation. The interaction between pressure pulsation and vibration in the out-of-plane direction is observed, but in this case pressure pulsation increases. However interaction does not appear in other areas of the piping. Additional detailed study is needed to determine the mechanism of this interaction.

As already noted, to improve the accuracy of numerical simulation in predicting piping vibration it is important to take into account this interaction between pressure pulsations and piping vibration.
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ABSTRACT
This paper focuses on the dynamical responses of a two degrees of freedom flat plate undergoing classical coupled-mode flutter in a wind tunnel at low Reynolds number Re~2.5 \(10^3\). The flat plate model, at zero angle of attack, was flexibly mounted in heave and pitch in an experimental setup that allow high amplitude oscillations. At the critical velocity associated to the merging of frequencies, the system undergoes an unstable transient behavior before reaching a low amplitude limit-cycle oscillation regime with slow time varying amplitude. For higher velocity the system branches-off to a higher and more stable limit cycle oscillation regime. Amplitudes evolution with the flow velocity along with the phase lags between the pitch and heave response have been measured highlighting a hysteretic behavior in the LCO upper branch. In that context a by-pass transition to high limit cycle oscillations can be observed for hard perturbation below the critical velocity.

NOMENCLATURE
LCO Limit Cycle Oscillations
O Center of rotation
\(a(t)\) Pitch angle of attack about O (rad)
\(z(t)\) Position in heave (m)
\(M_o\) Aerodynamic momentum about O (N.m)
\(F_z\) Lift force (N)
\(L, c, t\) Span, chord and thickness of the plate model (m)
\(J_o\) Inertia of the system about O (kg.m²)
\(m\) Mass of the system (kg)
d Distance between the centre of gravity and the center of rotation
\(k_o\) Stiffness in rotation (N.m/rad)
\(k_z\) Stiffness in bending (N/m)
\(f_o\) Natural frequency in rotation (Hz)
\(f_z\) Natural frequency in bending (Hz)
\(\eta_o\) Reduced structural damping in rotation (%)
\(\eta_z\) Reduced structural damping in bending (%)
\(U\) Mean wind velocity (m/s)

Re Reynolds number: \(Re = U \times c/\nu\)
\(\nu\) Kinematic viscosity (m²/s)
\(U_c\) Critical velocity (m/s)
\(U_r\) Relative velocity: \(U_r = U/U_c\)
\(U^*_c\) Reduced critical velocity : \(U^*_c = U_c/ f_z \times c\)
\(f_c\) Merging frequency value at \(U=U_c\)
\(\alpha_{LCO}\) Amplitude in pitch at LCO (deg)
\(\varphi_{LCO}\) Amplitude in heave at LCO (m)
\(\phi_{LCO}\) Phase lag between the pitch and the heave at LCO (deg)

INTRODUCTION
Among the fluid-structure instabilities that can be experienced by a slender body in cross flow, classical flutter and stall flutter are probably the most thoroughly investigated. Classical flutter is a dynamic instability for which the energy transfer from the flow to the body relies on elastic and/or aerodynamic coupling between two structural modes [1]. Often referred to coupled-mode flutter, this instability can lead to high oscillations and then structural failures of slender structures such as wings or bridge decks if not properly designed. Fortunately, the critical parameters for the onset of classical flutter can be easily predicted using linear stability analysis [2-3].

On the other hand, stall flutter is known be an instability not dependant on coupling for which a single mode body motion suffices to induce an aerodynamic loading in a way that energy is transferred from the flow to the body [4]. For slender structures such as wings or blades in stall flutter the most frequent mode of vibration involved is in torsion. The mechanism for energy transfer then relies on a dynamic stall process for which partial or complete detachment of the flow from the body occurs during each cycle of oscillation [5]. In that context, the essential feature of stall flutter is the non linear aerodynamic reaction of the body to the motion. This phenomenon is of particular importance for wing
operating at high angle of attack [6-7], helicopter rotor blades [8] and more recently for wind turbine blades [9].

Due the non linear behavior of the aerodynamic load, stall flutter is also known to be limited in amplitude [10]. But limit cycle oscillations can also occur for aeroelastic systems in post critical flutter conditions due to structural nonlinearities [11]. In a recent work a link between classical flutter and stall flutter has also been pointed out by Razak et al [12] during tests performed on an aeroelastic wing model in wind tunnel, highlighting limit cycle oscillations around a mean angle of attack close to the static stall angle.

In that context, if the prediction for the onset of classical flutter is well understood the investigation of the non-linear flutter dynamics suffers from a lack of study. The aim of this paper is then to provide experimental evidences of the LCO for a simple aeroelastic flat-plate model undergoing classical coupled mode flutter. The present paper is then organized as follows: the experimental setup is first presented. Dynamical response of the system is then characterized below, at, and beyond the critical velocity associated to the merging of frequencies. The LCO amplitude evolution with the flow velocity is then highlighted along with the influence of the initial perturbation.

EXPERIMENTAL SETUP

The experiments were performed on a flat rectangular steel plate of span L=0.225m, chord length c=0.035m and thickness t=0.0015m, which give a thickness-to-chord ratio of 4.3%. Dimensions of the model are shown in Fig. 1. This rectangular configuration has been chosen in order to limit the effect of the Reynolds number.

The flat plate model is flexibly mounted in heave and pitch in a in a small Eiffel wind tunnel with a closed rectangular test-section of 0.26 m width and 0.24 m height. The chord dimension of the model is then less than 15% of the height of the wind tunnel cross section in order to avoid blockage effects for high amplitude oscillations. Two end plates are also mounted at both the extremities of the flat-plate model in order limit end effects. The setup is shown in Fig. 1. The vertical stiffness of the system is set by two long steel laminated springs supporting the axis of rotation of the model. The rotational stiffness is set by two series of linear springs.

A particular attention has been paid to the design of a setup that can allow high amplitude linear response in pitch and heave. Moreover the rotation centre of the model O has been chosen between aerodynamic centre (i.e. the first quarter chord at zero angle of attack), and the centre of gravity G (i.e. the mid-chord) so the flat plate section can be subject to classical flutter in the velocity range of the wind tunnel.

Tests were performed for a mean velocity in the test-section varying from 5 to 13m/s, with a turbulence level less than 0.4% over this velocity range. In the present study the mean angle of attack of the model is set to zero.

The two degrees of freedom z(t) and α(t) are measured using laser displacement sensors connected to an acquisition system.

\[
\begin{align*}
\ddot{m}z + 2m\eta_z \dot{z} + k_z z + md \ddot{\alpha} = F_z \\
J_{\alpha} \ddot{\alpha} + 2J_{\alpha} \eta_{\alpha} \dot{\alpha} + k_{\alpha} \alpha + md \dot{z} = M_O
\end{align*}
\]

With \(d = \overline{GO}\) the distance between the centre of gravity and the center of rotation (d < 0)

Structural parameters

The linearized equations of motion for this structurally coupled two degrees of freedom system can be expressed as following [13]:

Structural parameters of the system are identified under zero-wind velocity. A static weight calibration technique is used to assess the stiffness \(k_z\) and \(k_{\alpha}\). Results reported in Fig. 2 show that the bending stiffness of the system behaves linearly in the range of \(-0.3 \leq z/c \leq 0.3\).
On the other hand the linearity of the stiffness in rotation is only guaranteed in the range of -30 deg ≤ α ≤ 30 deg. For higher angles of rotation the rotational stiffness smoothly reduces until the critical limit angle of the ±50 degrees. Above this critical angle the system is unable to properly restore a moment.

Free decay tests under zero wind conditions have been performed for each degree of freedom taken independently (the other one being locked). Natural frequencies \( f_z \) and \( f_a \) are then obtained by spectral analysis. Pure structural damping values \( \eta_z \) and \( \eta_a \) being determined using a standard decrement technique.

Assuming that the structural damping is small, the inertia \( J_o \) and mass \( m \) are then deduced, using

\[
J_o = k_o / (2 \pi f_o)^2 \\
m = k_z / (2 \pi f_z)^2
\]

Free decay tests have also been performed for the two-degrees of freedom system under zero wind conditions. This procedure allows the identification of the distance \( d \) between the centre of gravity and the center of rotation using the following expression (solution of the eigenvalue problem for the coupled system) [14]:

\[
\frac{f_z^2 + f_a^2}{f_z^2 + f_a^2} = \frac{1}{1 - md^2/J_o}
\]

Structural parameters of the system are summarized in Table 1.

**TABLE 1: STRUCTURAL PARAMETERS OF THE SYSTEM**

<table>
<thead>
<tr>
<th>( f_o )</th>
<th>( f_z )</th>
<th>( k_o )</th>
<th>( k_z )</th>
<th>( J_o )</th>
<th>( m )</th>
</tr>
</thead>
<tbody>
<tr>
<td>9.0</td>
<td>7.05</td>
<td>0.149</td>
<td>595.6</td>
<td>4.66 ( \times 10^3 )</td>
<td>0.304</td>
</tr>
</tbody>
</table>

Aerodynamics of flat-plate

In situ measurements of the lift and moment coefficient has been performed using a static weight calibration technique under a wind velocity \( U = \approx 10 \) m/s (i.e. a Reynolds number close to \( 2.3 \times 10^5 \)) at various angles of attack. Results are compared in Fig. 3 with the experiments of Fage and Johansen [15] (sharp-edged flat-plate model of thickness-to-chord ratio of 3% at Reynolds number Re=10⁷), along with those of Pelletier and Mueller [16] (flat-plate model of thickness-to-chord ratio of 1.93% at Reynolds number Re=8 \( \times 10^7 \)).

**FIGURE 3: FLAT PLATE AERODYNAMIC CHARACTERISTICS VERSUS WIND VELOCITY**

Those results show that the flat-plate model used in the present study follows the same trend with a lift-curve slope and moment-curve slope in the low-angle linear region respectively close to 6 and 1.5. The critical angle of attack at which the plate stalls can also be estimated between 7-8 degrees. As reported by Fage and Johansen [15] beyond this stall angle of attack the flow is completely separated from the upper surface.

**LOW SPEED FLUTTER RESULTS**

Experiments were performed with the flat plate model at zero mean angle of attack for wind tunnel velocity ranging from 5 up to 13 m/s. Increasing the velocity the system remains stable until a critical velocity \( U_c \approx 10.5 \) m/s is reached at which the merging of frequencies occurs. Beyond this critical velocity the system undergoes a flutter instability characterized by limit cycle oscillations that were studied up to \( U/U_c \approx 1.2 \). For higher velocities the dynamics of the system is corrupted by a static divergence in the pitching degree of freedom due to the structural limitation of the experimental setup.

Frequencies evolution with the flow-velocity

Free decay tests have been performed for various velocities in stable and post-stable condition. Spectral analysis of the dynamical responses then allows to identify the heaving and pitching frequencies evolutions versus the wind velocity. Results are reported in Fig. 4. For \( U/U_c > 0.4 \) both frequencies smoothly approach each other (the heaving frequency increasing while the pitching one decreases), until the critical condition \( U/U_c = 1 \) where the pitching frequency sharply reduces and merges the heaving frequency. Beyond that critical condition, the system dynamics adopts one dominant frequency close to \( f_0 = 8 \) Hz which slightly reduces with the velocity.

For this flat-plate aeroelastic system characterized by a natural frequencies ratio \( f_a / f_z \approx 1.28 \) the critical reduced velocity associated to flutter can then be approximated by \( U_f^* = U_c / f_z \times c \approx 37.5 \).
Analysis of the dynamical response

Below the critical velocity, i.e. for \( U/U_c < 1 \), heaving and pitching responses to any small initial perturbations are both damped to reach a small turbulence-induced vibration regime \( \zeta / c < 0.0025 \) & \( \alpha < 0.1 \text{ deg.} \). At the critical velocity for which the frequency merging occurs, the system is unstable and any small initial perturbation is amplified. Heaving and pitching responses to a small initial deflection in heave \( \zeta_0 / c < 0.07 \) are reported on Fig. 5. It clearly shows a transient growth in pitch and heave that is followed by a small decay and another growth. A low amplitude limit-cycle oscillations regime with slow time varying amplitude then occurs beyond reduced time \( tU / c > 2 \). Mean amplitudes in heave and pitch are then close to \( \zeta_{LCO} / c \approx 0.11 \) and \( \alpha_{LCO} \approx 6.5^\circ \).

In the LCO regime the mean phase angle \( \phi_{LCO} \) by which the quasi-harmonic response in pitch lags the response in heave has been measured close to \( \phi_{LCO} \approx -160^\circ \).

For higher velocity the dynamics of the response in heave and pitch change strongly. This can be seen in Fig 6. For \( U/U_c \approx 1.08 \) the initial transient growth of mechanical energy leads to a first regime of low amplitude oscillations in pitch \( \alpha < 11^\circ \) in the time domain \( 1.1 < tU / c < 1.4 \). In the same time the heaving response strongly decreases before growing again along with the pitching amplitude. The system then branches-off to a higher and more stable limit cycle oscillations regime characterized by high harmonic oscillations: \( \zeta_{LCO} / c \approx 0.2 \) and \( \alpha_{LCO} \approx 34^\circ \).

A phase diagram associated to each of the dynamical responses reported in Figs. 5 and 6 has been plotted in Fig. 7. For \( U/U_c \approx 1 \) the phase diagram shows the alternative occurrence of a phase angle regime of \( \phi \approx -160^\circ \) which can be associated to the growth of mechanical energy, and an out of phase regime \( \phi \approx -180^\circ \) where the oscillations decrease. For \( U/U_c \approx 1.08 \) the phase diagram shows that the first initial transient growth (ITG) regime is characterized by a mean phase lag between the pitch and the heave close to \( \phi_{LCO} \approx -160^\circ \). Then the system branches-off to a more stable limit cycle oscillations regime characterized a mean phase angle \( \phi_{LCO} \approx -36^\circ \).

For each velocity beyond the critical condition the amplitudes of oscillations associated to stable limit cycle oscillations have been checked along with the mean phase lag between the pitch and the heave response. Results are reported in Figs 8, 9 and 10. On those figures the first set of results has been obtained for the system undergoing flutter from rest. Additional tests have also been performed decreasing or increasing the flow velocity from a stable high amplitude LCO regime. The "decreasing

---

**FIGURE 4:** FREQUENCIES EVOLUTION IN HEAVE AND PITCH VERSUS RELATIVE VELOCITY

**FIGURE 5:** DYNAMICAL RESPONSE IN HEAVE AND PITCH AT THE CRITICAL VELOCITY

**FIGURE 6:** DYNAMICAL RESPONSE IN HEAVE AND PITCH IN THE POST-CRITICAL REGIME; \( U/U_c \approx 1.08 \)

**FIGURE 7:** PHASE DIAGRAM OF THE DYNAMICAL RESPONSE FOR \( U \approx U_c \) AND \( U/U_c \approx 1.08 \)
velocity” results clearly show a hysteretic behavior of the system which stay in a high amplitude LCO regime down to a relative velocity $U/U_c \approx 0.85$. For lower velocity the system is then damped. From $U/U_c \approx 0.85$ the heaving and pitching amplitudes of oscillations in the LCO branch also linearly increase with the relative velocity, reaching $z_{LCO}/c \approx 0.25$ and $\alpha_{LCO} \approx 44^\circ$ at $U/U_c \approx 1.2$.

As shown in Fig. 10 the negative phase lag between the pitch and the heave also changes with the velocity ratio. Following the “decreasing velocity” results one can see that $\phi_{LCO} \approx -90^\circ$ for $U/U_c \approx 1.15$ and gradually increase to $\phi_{LCO} \approx -11^\circ$ for the lower relative velocity $U/U_c \approx 0.85$.

![FIGURE 8: AMPLITUDE OF THE PITCHING RESPONSE VERSUS RELATIVE VELOCITY](image)

![FIGURE 9: AMPLITUDE OF THE HEAVING RESPONSE VERSUS RELATIVE VELOCITY](image)

![FIGURE 10: LCO PHASE LAG EVOLUTION WITH THE RELATIVE VELOCITY](image)

**Effect of the initial conditions**

It is known that initial perturbations can significantly affect the dynamic response of system governed by nonlinear behavior. Tests have then been performed below and beyond the critical velocity with different sets of initial conditions.

Below the critical velocity, the system remains stable (i.e. its dynamical response is damped) for different sets of low or moderate initial perturbations. On the other hand, for relative velocities $0.85 < U/U_c < 1$, a subcritical transition has been observed. Indeed, the onset of strong vibrations leading to the high limit cycle oscillations values reported on Figures 8 and 9 can be triggered by initial pitch angle and/or heave deflection such as: $\alpha_0 > \alpha_{LCO}$ and/or $z_0 > z_{LCO}$.

Above the critical velocity (i.e. for $U/U_c > 1$) different sets of low, moderate or strong initial conditions have been tested. They showed that even though the initial perturbations can significantly affect the transient regime, the same stable limit cycle oscillations regime is reached, with amplitudes and phase angle values in accordance with those reported in Figs 8-10.

**CONCLUSIONS**

Dynamical response of a two degrees of freedom flat plate undergoing classical coupled-mode flutter in a wind tunnel has been studied. Tests have been performed at low Reynolds number Re$\sim 2.5 \times 10^4$ using an experimental setup that allow high amplitude linear response in pitch and heave for relative velocity up to $U/U_c \approx 1.2$. In this study the frequency merging critical velocity (i.e. the onset of flutter), is such as the associated reduced velocity is close to $U_c^* = U_c/f_s \times c \approx 37.5$.

The results showed that beyond the critical velocity the system dynamical response is limited in amplitude. Indeed after a transient regime the system systematically branches off to a stable LCO regime characterized by high amplitudes in heave and pitch increasing linearly with the relative velocity, up to $z_{LCO}/c \approx 0.25$ and $\alpha_{LCO} \approx 44^\circ$ for $U/U_c \approx 1.2$. A hysteretic behavior has also been pointed out decreasing the velocity from a stable post-critical LCO regime. Indeed, the system dynamics remains in a high amplitude LCO regime down to a relative velocity $U/U_c \approx 0.85$, for which $z_{LCO}/c \approx 0.12$ and $\alpha_{LCO} \approx 18^\circ$.

In that context, a subcritical transition to high limit cycle oscillations can also be observed for hard perturbation of the system, starting from rest, for relative velocity $0.85 < U/U_c < 1$.
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ABSTRACT
This paper presents a numerical and experimental study of the interaction between a deformable hydrofoil and a steady flow. The coupled problem is solved by an iterative sequential approach with fluid and structure domains calculated respectively with a FVM and FEM code. Stresses and displacements are predicted with a satisfactory accuracy. During test, the hydrofoil is instrumented with extensometric gauges and the displacement of the tip section is measured.

NOMENCLATURE

\[ C_p = \left( p - p_{\text{outlet}} \right) \left( \frac{1}{2 \cdot \rho_f \cdot v_{\text{inlet}}^2} \right) \]

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( C_p )</td>
<td>Pressure coefficient</td>
</tr>
<tr>
<td>( F_e )</td>
<td>Exterior forces vector applied to the structures</td>
</tr>
<tr>
<td>( K )</td>
<td>Stiffness matrices</td>
</tr>
<tr>
<td>( \text{Re} )</td>
<td>Reynolds number</td>
</tr>
<tr>
<td>( U )</td>
<td>Nodal displacements vector</td>
</tr>
<tr>
<td>( \delta U )</td>
<td>Virtual nodal displacements vector</td>
</tr>
<tr>
<td>( d )</td>
<td>Distance between mesh node and interface</td>
</tr>
<tr>
<td>( k_{\text{disp}} )</td>
<td>Mesh stiffness</td>
</tr>
<tr>
<td>( p )</td>
<td>Local pressure</td>
</tr>
<tr>
<td>( p_{\text{outlet}} )</td>
<td>Tunnel ambient pressure</td>
</tr>
<tr>
<td>( u )</td>
<td>Structure displacements vector</td>
</tr>
<tr>
<td>( \delta u )</td>
<td>Virtual structure displacements vector</td>
</tr>
<tr>
<td>( v )</td>
<td>Fluid velocity vector</td>
</tr>
<tr>
<td>( v_{\text{inlet}} )</td>
<td>Fluid velocity at test section inlet</td>
</tr>
<tr>
<td>( w_j )</td>
<td>Component of mesh velocity vector</td>
</tr>
<tr>
<td>( \delta_{ij} )</td>
<td>Kronecker tensor component</td>
</tr>
<tr>
<td>( \varepsilon_{ij} )</td>
<td>Strain tensor component</td>
</tr>
<tr>
<td>( \mu )</td>
<td>Dynamic fluid viscosity</td>
</tr>
<tr>
<td>( \rho_f )</td>
<td>Fluid density</td>
</tr>
<tr>
<td>( \rho_s )</td>
<td>Structure density</td>
</tr>
<tr>
<td>( \sigma_{ij} )</td>
<td>Stress tensor component</td>
</tr>
<tr>
<td>( \xi_i )</td>
<td>Component of relative grid displacements vector</td>
</tr>
</tbody>
</table>

INTRODUCTION
Designing blades of propellers, rudders, or dynamic control lifting surfaces on a ship, or any lifting surface immersed in a fluid, requires an accurate knowledge of the loading conditions. In general, these conditions are defined by the flow which induces vibrations, deformations and stresses in the structure, and this deformed body modifies the flow. Taking into account this coupled phenomenon is important for increasing performance and life time of considered equipments. Indeed, considering interactions between noise generation, vibrations and cavitation inception and development will help to improve the equipment quality. For instance, [1] proposes to study the possibilities of designing propellers and lifting surfaces with adaptable geometry for improving the hydrodynamic performance and reducing the cavitation.

Reaching these goals needs numerical models able to solve fluid-structure coupled problems. At the moment, such methods are divided in two parts.

The first approach, so-called monolithic approach, consists in solving fluid and structure problems in one step. First, this process generally requires the reformulation of the fluid governing equations in a Lagrangian formulation or the inverse, the reformulation of the structure governing equations in an Eulerian formulation. Then, the problem is solved with a finite-volume method see e.g. [2], or a finite-element method, see e.g. [3]. This approach needs in general long computational times and is not economically optimal [4].

The second approach, so-called partitioned approach, consists in resolving each part of the problem, the fluid and the structure, with a specific solver. It requires a third code for driving the two solvers and exchanging information between them. The main advantage of this approach is the possibility of re-using current solver with different meshes for fluid and solid parts. But this technique requires accurate and robust coupling algorithms in time and space. This method has a lot of variants on the resolution method used for flow; for

\(^{1}\) Address all correspondence to this author

In the following, the experimental process is first described, then, the formulation of the fluid-structure problem and the methods used for the resolution. The numerical results obtained are compared with numerical results of [7, 1] and with experimental results, both obtained in the same configurations.

**EXPERIMENTAL SETUP**

Experiments were conducted in the hydrodynamic tunnel of the French naval academy research institute. Figure 1 shows a scheme of the hydrodynamic tunnel where the dotted circle indicates the test section and a photo of the test section with the hydrofoil mounted. The test section is a square of 0.192 m sides and 1 m length.

The tested structure is a hydrofoil NACA66-312 with a camber ratio of 2 %, a relative thickness of 12 %, a chord length C=150 mm, and a span B=191 mm. It is made of polyacetate (POM); Table 1 gives the specification of this material. The hydrofoil theoretical zero lift angle is equal to 2.35°. Figure 2 shows the hydrofoil geometry.

The tests consist in determining hydrofoil displacements and stresses for a fixed angular position. For zero angle of incidence, the hydrofoil chord is located at mid-height of the test section.

Tests are performed for static angles of incidence located between 0 and 12 degrees. The hydrofoil rotation axis is located at mid-chord. The inlet velocity is equal to 5 m/s and the tunnel pressure is imposed equal to the atmospheric one.

**GOVERNING EQUATIONS**

To determine stresses, strains and tip section displacements in a such problem, a coupled system has to be solved. Flow causes deformations which induce flow modifications in terms of velocity and pressure fields. Equation (1) describes the structure behaviour in a displacements-like formulation,

$$\rho_s \frac{\partial^2 u_i}{\partial t^2} - \frac{\partial \sigma_{ij}(\mathbf{u})}{\partial x_j} = 0 \text{ in } \Omega_S$$  \hspace{1cm} (1)

where $\mathbf{u}$ is the structure displacement, $\rho_s$ the structure density and $\sigma$ the stresses tensor. At the clamped boundary $\Gamma_{\text{clamp}}$ displacements are null:

$$u_i = 0 \text{ on } \Gamma_{\text{clamp}}$$

The incompressible fluid behaviour is modelled by Navier-Stokes equations. Equation (2) expresses the local momentum conservation and Eqn. (3) is the local mass conservation equation.

$$\frac{\partial p_f v_i}{\partial t} + \frac{\partial p_f v_i v_j}{\partial x_j} = - \frac{\partial p}{\partial x_i} + \frac{\partial}{\partial x_j} \left( \mu \left( \frac{\partial v_j}{\partial x_j} + \frac{\partial v_j}{\partial x_i} \right) \right)$$  \hspace{1cm} (2)
The fluid boundaries conditions are $p = p_{\text{outlet}}$ on $\Gamma_{\text{outlet}}$ with $p_{\text{outlet}}$ equals to atmospheric pressure and $v_i = v_{i_{\text{inlet}}} = 5 \text{ m/s}$ ($Re = 7.5 \times 10^3$).

The boundary conditions on the hydrofoil wall $\Gamma_{\text{sf}}$ are the fluid-structure conditions. First, a continuity of the velocity at the boundary is imposed:

$$v_j = \frac{\partial u_j}{\partial t} \text{ on } \Gamma_{\text{sf}}$$

Second, stresses equality at the interface $\Gamma_{\text{sf}}$ is imposed:

$$\sigma_{ij}(u) n_j = \left[-p \delta_{ij} + \mu \left(\frac{\partial v_j}{\partial x_j} + \frac{\partial v_i}{\partial x_i}\right)\right] n_j$$

**NUMERICAL SIMULATION**

A partitioned approach is used in this study with an iterative sequential process. Figure 4 presents the algorithm procedure. Once the flow field has been solved by ANSYS CFX, hydrodynamic forces are used to compute structure response in terms of displacements, strains and stresses. ANSYS Mechanical is employed for structure resolution. After that, interface displacements are transferred to the fluid mesh and the initial grid is deformed in consequence. Finally, a new fluid resolution loop is engaged, etc. The iterative process ends when the criteria of convergence are reached.

The fluid problem is solved by a finite-volume method [9] and the structure problem is solved by a finite-element method [10]. These methods are briefly described below followed by a presentation of the coupling algorithms.

**Structure Problem**

In stationary case Eqn. (1) becomes:

$$\frac{\partial \sigma_{ij}(u)}{\partial x_j} = 0 \text{ in } \Omega_s$$

The finite element method requires a weighted integral formulation which is obtained by multiplying Eqn. (4) by a virtual displacement field $\delta u$. Then, integration on the structure domain and boundary conditions yields:

$$\int_{\Omega_s} \sigma_{ij}(u) e_{ij}(\delta u) d\Omega_s - \int_{\Gamma_{\text{in}}} \sigma_{ij}(u) n_j \delta u_i d\Gamma_{\text{in}} = 0$$

where $\epsilon$ is the linear strain tensor and $n$ the normal vector.

The finite element decomposition used with classic nodal interpolation functions yields to the stiffness matrix $K$ and the exterior forces vector applied to the structure $F_e$. This last term contains the coupling condition in the structure equation.

$$\frac{\partial \rho_{ij} \frac{\partial v_j}{\partial t}}{\partial x_j} + \frac{\partial \rho_{ij} v_j}{\partial x_j} = 0 \text{ in } \Omega$$

The discrete structure equation is:

$$KU - F_e = 0$$

This equation is solved with an iterative technique so-called Preconditioned Conjugated Gradient (PGC). The criterion of convergence is reached when $KU$ is equal to $F_e + \varepsilon$ with $\varepsilon$ equal to $10^{-8}$.

**Fluid Problem**

The finite volume method begins with an integration of Eqns. (2) and (3) over a control volume. In the present case, a steady-state formulation is used which eliminates inertial terms. The Arbitrary Lagrangian Eulerian (ALE) [11] formulation introduces a mesh velocity $w$.

$$\int_{\Omega_s} \sigma_{ij}(u) e_{ij}(\delta u) d\Omega_s \rightarrow \delta U^T KU$$

$$\int_{\Gamma_{\text{in}}} \sigma_{ij}(u) n_j \delta u_i d\Gamma_{\text{in}} \rightarrow \delta U^T F_e$$

The discrete structure equation is:

$$KU - F_e = 0$$

Surface integrals are replaced by sums at integration points (ip points on Fig. 5). Respecting local conservation,
the surface integrals are equal (in absolute value) and opposite for control volumes adjacent to the integration point. For transfer information between grid nodes and integration points, shape functions N are used.

Equations (6) and (7) become:

$$\sum_{ip} \rho \left( \mathbf{v}_j - \mathbf{w}_j \right) \Delta n_j \big|_{ip} = 0$$

$$\sum_{ip} \rho \left( \mathbf{v}_j - \mathbf{w}_j \right) \Delta n_j \big|_{ip} = -\sum_{ip} p \Delta n_j \big|_{ip} + \sum_{ip} \left( \mu_{eff} \left( \frac{\partial \mathbf{v}_i}{\partial x_j} + \frac{\partial \mathbf{v}_j}{\partial x_i} \right) \Delta n_j \big|_{ip} \right)$$

where the gradients of the diffusive term are replaced by a sum on the n nodes of the considered element:

$$\frac{\partial \mathbf{v}_i}{\partial x_j} = \sum_n \frac{\partial N_n}{\partial x_j} \mathbf{v}_p$$

The advection scheme uses the upwind velocity \( \mathbf{v}_{up} \) and a gradient of the velocity for approximating \( \mathbf{v}_p \):

$$\mathbf{v}_p = \mathbf{v}_{up} + \beta \nabla \mathbf{v} \Delta r$$

\( \Delta r \) is the vector from upwind node to integration point. \( \beta \) is a coefficient determined according to [12].

CFX uses a co-located grid, so a pressure-velocity coupling based on Rhie-Chow interpolation method [13] and Majumdar [14] improvement is employed. In this study, the turbulence is taken into account through a k-\( \omega \) SST model [15] with a wall function.

Finally, a discrete equation system is obtained. Its resolution is performed with a coupled algebraic multi-grid method. Steady-state resolution in CFX uses a pseudo-time step for iteration process until convergence is reached. The residuals-based convergence criterion is fixed to \( 10^{-6} \).

**Coupling Algorithms**

Since the problem under consideration is stationary, the coupling algorithms in this study are limited to space coupling techniques. These methods consist in first transferring hydrodynamic forces from fluid to structure meshes and displacements in the other way and second adapting the fluid meshes at the structure displacements.

The first point is the energy conservation at the interface. For a conformal mesh – structure and fluid nodes, edges and faces have the same location - the data of structure node corresponds exactly to the fluid node at the same point (or inverse). For a non-conformal mesh [16] uses the interface for projecting fluid and structure nodes. For interpolation [17] uses Gauss points or splines. [18] gives more information about projection and interpolation methods.

The transfer of displacements from ANSYS to CFX used a bucket method with a linear interpolation. [19] uses a similar interpolation method This kind of method is limited to non-conservative data because it only assures profil preservation but not global conservation.

**FIGURE 6: COMPUTATIONAL DOMAIN**

Transferring forces from CFX to ANSYS requires a global conservation of the data. The projection of the elements is made on an interface and the interpolations use a weighted systems based on the surface of the projected elements. This method is described in details in [20].

In these two cases, the transferred data are under-relaxed in order to limit the possible numerical divergence between two steps.

The second point requires the definition of the grid velocity used in ALE formulation which is defined by the displacement of nodes. At the interface \( \xi \), the grid displacement vector is equal to the structure displacement at this location. At the other fluid field boundaries, the grid displacement vector is null. Between them, it is defined by the diffusive equation below:

$$\frac{d}{dx} \left( k_{disp} \frac{\partial \xi}{\partial x} \right) = 0$$

where, \( k_{disp} \) is the mesh displacements stiffness which is a function of the interface distance \( d \):

$$k_{disp} = \frac{1}{d} C_{stag}$$

In this study \( C_{stag} \) default value is fixed to 10.

Fluid mesh displacement can be defined by some other methods. For example, [21] uses the spring analogy technique.

The last aim of the coupling algorithm is the control of convergence which is governed by a criterion of \( 10^{-3} \) on displacements and forces residuals.

**GEOMETRIC MODELLING AND SPATIAL DECOMPOSITION**

**Geometric Modelling**

The computational domain corresponds to the tunnel test section geometry. The length of the domain is equal to 5 hydrofoil chords upstream the hydrofoil leading edge and 10 chords downstream the hydrofoil trailing edge. Figure 6 shows the computational domain.

The hydrofoil geometry is reduced to the lift part, which is supposed to be clamped to the lateral tunnel wall at its root section.
Fluid Meshes

Three structured fluid meshes with hexahedrons are compared in this study. Table 2 gives their number of elements and nodes, as well as the number of nodes on one section of the hydrofoil and along the span.

Figure 7 displays the fluid meshes on the hydrofoil and around it for a vertical section. The 3D meshes are built from the extrusion along the span of the 2D meshes. The coarse mesh 1 and the mesh 2 have the same 2D original mesh. The fine mesh 3, is extruded with the same number of nodes than mesh 2.

All of them are designed to give a value of y’ parameter between 30 and 300 on the hydrofoil wall. For this reason, the sizes of the first cells along the normal of the wall are the same on the three meshes.

Structure Meshes

Two structured meshes with quadrangular 20 nodes elements are carried out by extrusion along the span on 32 nodes for mesh A and on 70 nodes for mesh B. Figure 8 shows these two meshes.

Meshes Convergence

Figure 9 displays the influence of the mesh respectively on the maximum vertical displacement and the Von Mises stress. Table 3 presents the mesh configuration used in the different simulations. The results of simulations 1 and 2 indicate the influence of the fluid meshes on Von Mises stress predictions. Comparison between calculations 2 and 3 reveals an insignificant influence of structure mesh density, because of the sufficiently fine mesh A. All the meshes give vertical displacements of the same order. These results demonstrate that stresses prediction requires a finer grid than displacement calculation.

For this study, meshes A and 2 respectively for structure and fluid are sufficient to reach a good result. Nevertheless, meshes B and 3 are used in this study in prevision of future investigations about fluid-structure interaction on a cavitating hydrofoil.

RESULTS AND DISCUSSION

The numerical results are compared with experiments and with the numerical displacement obtained by [1]. The strains and stresses presented below are obtained from gauge 2 located close to the root section, the results at gauge 1 are too small for a correct exploitation.
Pressure Coefficient

Figure 10 shows the pressure coefficient calculated in the root and tip sections. It appears that deformation does not influence the pressure distribution on the hydrofoil. This is due to the fact that displacements are small. For higher deformations such as obtained in [7] for a flow velocity of 10 m/s, the pressure coefficient is strongly modified in the tip section leading to a higher local lift load due to the twist effect along the span. For a considered section along the hydrofoil span, its deformation is equivalent to a modification of the angle of incidence.

Figure 11 shows the impact of the angle of incidence on the pressure coefficient. Increasing the coefficient of pressure (or the incidence angle) induces an increase of the hydrodynamic forces and thus the deformation.

These results highlight the importance of a coupled resolution for an accurate prediction of pressure distribution around the hydrofoil. This accurate prediction of the local pressure is essential for cavitating studies and hydrodynamic forces calculations.

Tip Section Displacement

Figure 12 shows the displacement at the tip section on the vertical axis versus the angle of incidence. The displacement increases with the angle of incidence, which is due to the hydrodynamic forces increase induced by the $C_p$ increase. On this hydrofoil, the laminar to turbulent transition of the boundary layer occurs between 3 and 5 degrees of incidence. This transition explains the small slope variation observed at 5°.

The gap between numerical and experimental displacements can be explained by different reasons, for example, the non-use of low Reynolds resolution near the hydrofoil wall or the slip condition on the tunnel wall.

Figure 12 compares the numerical and experimental displacements of the tip section of this study with the work of [22] for experiments and with the numerical study of [1], which are performed with CFX coupled with a 2DOF structure code on the same case with the same conditions. The dispersion of experimental results shown in Fig. 14 can be accounted by small tunnel velocity fluctuations, the displacement being a function of the square of the velocity [7]. A second explanation can be an error on the angular position of the hydrofoil.

In light of these results, the calculations give accurate predictions of the displacements. The method with 2DOF coupling is faster than the finite element method but it cannot compute the stresses. It is a fine process for fast computation of hydrodynamic forces and displacements.
Principal Strains
The experimental principal strains are obtained from the extensometric gauges. The principal direction 1 is along the span and direction 2 is aligned with the chord. Figures 13 and 14 show the principal strains at location 2, the point located close to the root, for directions 1 and 2 respectively.

The values on direction 1 are 10 times higher than the ones on direction 2. This indicates the predominance of the flexion mode according to the experimental observation. The strains on direction 2 confirm the small torsion mode displacement of the hydrofoil.

On Fig. 14, the differences between experimental and numerical results are of the same order as the ones that are presented in Fig. 13.

Von Mises Stresses
The experimental Von Mises stresses are calculated with only principal strains on two directions. For a correct comparison, only two numerical principal strains on the two same directions are used.

As expected, a good agreement between the numerical and experimental results computed with the previous strains is obtained. The increases of the stresses with the angle of incidence are induced by the increase of the deformation.

On Fig. 15, the negligible gap between the Von Mises stresses computed with the three principal directions stresses and with two directions shows the very small influence of stresses along the hydrofoil thickness.

Computational Costs
The fluid and structure computations are performed respectively with 8 and 2 cores Xeon X5650 2.67 GHz with a total RAM of 24 GB. The CPU time repartition is 70% for fluid resolution, 10% for mesh and 20% for structure resolution. A similar repartition is obtained by [7] in hydroelasticity or by [23] in aeroelasticity.

The sequential process supposes a CPU time longer of 20% than for a parallel process. However, if the predictor was not very efficient, some supplementary coupling iterations would be necessary and the CPU time would be dramatically increased.

CONCLUSIONS
The present study shows that using a partitioned iterative sequential approach - with a finite volume method for the fluid part and a finite element method for the structure part - gives a robust enough method for solving fluid-structure steady cases with accuracy and an acceptable computing time with reasonable computing resources. As the simulations have shown, the displacements of the tip section are predicted with a maximum tolerance of 0.5 mm and this for angles of incidence from 0 to 8°. The strains and stresses present a very good agreement with experiments with a maximum relative error of 4.6 % on Von Mises stresses.

Future work will consist in investigating the fluid-structure interaction between a deformable hydrofoil and
an unsteady cavitating flow, both with numerical and experimental points of view.

Validating coupled calculations procedures improves the design of many systems like blades of propellers, rudders etc. and gives a satisfactory tool for future developments.
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ABSTRACT
The unsteady flow around a stationary two-dimensional wind turbine blade (NREL S809) has been numerically simulated using unsteady RANS with the SST turbulence model at \( \text{Re} = 10^6 \) and high angles of attack. Vortex shedding frequency non-dimensionalised by the project area of the blade is in the range \( 0.11 < St < 0.14 \). The fluctuating coefficients at the harmonics of the fundamental vortex shedding frequency for lift, drag and pitching moment are presented. The lift force is dominated by the fundamental vortex shedding frequency, but significant contributions at the second and third harmonics are also present. For the drag and pitching moment the second harmonic is as significant as the fundamental, with the third and fourth harmonics contributing to a lesser extent. From the results, it is inferred that the camber of the airfoil does not substantially affect the force coefficients, suggesting that the results presented are generally applicable to turbine blades of different geometry.

INTRODUCTION
In 2010, there were a total of 199.5 GW of wind generating capacity installed globally [1]. Throughout the world, national and regional policies designed to encourage the decarbonisation of the electricity supply, while also reducing dependency on energy imports, are encouraging the continuing rapid expansion of the wind generation sector [2]. The majority of the machines installed are horizontal axis design (HAWT). As with any technology that harvests ambient energy, wind turbines must be permanently exposed to environmental extremes. This coupled with the proportionately very large upfront capital cost [3] means that design for long term survival is a priority.

As a result, the minimum design requirements for wind turbines as defined by the international standard [4] includes specifications for extreme wind loading conditions (see section 6.3 of the standard). For example, the structure must be designed to withstand steady, turbulent and deterministic gusts which occur on average only every 50 years (i.e. a 50 year return period). As part of the transient wind (i.e. gust) environment a sudden change of wind direction of up to 180° must be considered. Consider a turbine blade, which will have either been feathered towards the prevailing mean wind in severe wind conditions, or will be at a low angle of attack relative to the local flow direction in operational conditions. In the extreme change of direction scenario, the blade will be

ϕ  Angular phase
ω  Angular frequency
Re  Reynolds number
St  Strouhal number
VIV  Vortex-induced vibration

NOMENCLATURE
\( c \)  Chord
\( d \)  Characteristic length
\( f_v \)  Vortex shedding frequency
\( p \)  Pressure
\( C_f \)  Generic force coefficient
\( D \)  Drag force per unit length
\( L \)  Lift force per unit length
\( M \)  Pitching moment per unit length
\( U_\infty \)  Freestream velocity
\( \alpha \)  Angle of attack
\( \mu \)  Flow dynamic viscosity
\( \rho \)  Flow density

∗Address all correspondence to this author.
suddenly inclined at high angle of attack to the local flow. Hence the section will behave more like a bluff body than a streamlined airfoil. Plus, complications may outcome under certain parked conditions (i.e. yaw mode). The design standard only requires calculation of ultimate loads, rather than fatigue loads in scenarios with extreme change of direction (see section 7 [4]). However, in these cases the blades will act as bluff bodies, and so periodic vortex shedding might be expected, which could cause damage or even failure due to increased fatigue.

The problem of vortex shedding from bluff bodies is well known, and still is a challenge for researchers. Furthermore, vortex shedding induced vibration, known as VIV, can be a problem for a wide range of structures exposed to a cross flow. The resulting vibration amplitudes can lead to catastrophic failure and so this field is still an active area of research. A clear presentation of the problem of VIV for a generic bluff body can be found in Paidoussis et al. [5]. For high Re the effect of viscosity is dominant only at a very small scale near the boundary, and the high level of vorticity is not dissipated in the vicinity of the body; hence the flow profile downstream shows two shear layers. These two shear layers of opposite vorticity are produced by the two edge of the body, interacting in a coupled instability. The resulting effect is the creation of alternating vortices (vortex shedding), defining a self sustained oscillation with a very well defined dominant vortex shedding frequency $f_s$. Vortex induced vibration is defined as a global instability since the whole wake is affected.

Gerrard [6] proposed an explanation of vortex formation mechanism related to a circular cylinder, nowadays still accepted. In his model, the forming vortex will continue to grow as long as it is fed by circulation from the separated shear layer until it is strong enough to draw the shear layer from the opposite side across the wake. The approaching, oppositely signed, vorticity from the other shear layer, with sufficient concentration, will cut off further supply of circulation to the vortex. At that point it sheds and convects downstream, completing half a cycle. As fluctuations of vorticity develop in the unstable wake, fluctuating forces and moments result on the body, leading to potential and unwanted vortex-induced vibrations (VIV). Since a dominant shedding frequency exists in the wake, it can be expected to be observed also in load fluctuations: the dominant frequency of the fluctuating lift coefficient is the same as that in the wake, while the frequency of the drag coefficient is twice [7]. Paidoussis et al. [5] present a classification of VIV models with different approaches depending on the grade of accuracy. The simplest one is the forced system model where forces are independent of the body motion, and therefore only dependent on time (case of fixed body). The next step is the fluidelastic system model where the forces depend on both time and body’s motion. The last and more accurate is the coupled system model where the forces depend on another variable related to the wake dynamics, the evolution of which depends on the body’s motion. The first two models are limited since there is no relation to the physics of the wake, whereas the third one considers the fluid forces as the result of the wake dynamics itself influenced by the body motion, therefore considering VIV as resulting from the coupling of two systems (the bluff body and the unstable wake).

The most interesting phenomena in VIV are hysteresis and lock-in phenomena [8]. Lock-in phenomenon occurs when the vortex shedding frequency (deviated from its nominal value, i.e. referred to the fixed body case) approaches (or coincides with) the moving body frequency; synchronisation takes place and the structure undergoes severe VIV. The amplification of motion at lock-in condition observed in experiments can be understood as the consequence of an amplification of energy input caused by coupled-mode flutter.

The major amount of studies have been carried out on the circular cylinder body for its simple geometric shape. For other shapes, such as rectangular cylinders, long-span bridges section or blade section, there is limited knowledge about vortex shedding, even for many problems of practical importance. In fact, vortex shedding may occur in the wake of any bluff body, as it results from the instability of the flow profile created by the presence of the body itself, and therefore VIV can be expected in flexible slender bodies of any cross-section. Based on [9], Paidoussis et al. [5] give an overview of the vortex shedding regimes for rectangular cylinders, depending on the chord-to-thickness ratio. LEVS (i.e. leading-edge vortex shedding) is observed for small aspect ratio (below 3), whereas TEVS (i.e. trailing-edge vortex shedding) occurs when the aspect ratio is above 10. Between these two limiting cases, the pattern of vortex shedding is essentially the same, i.e. alternate vortices resulting from the wake instability. Plus, the evolution of St is much more complex. Here, a new kind of vorticity is involved (i.e. not belonging to the Benard-Karman group), the dynamics of which is then referred to as impinging leading-edge vortices (ILEV). It may be described qualitatively as interactions between vortices created by the shear layer at the leading edge and the downstream part of the bluff body.

Very few results can be found in the literature concerned with vortex shedding from wind turbine blades (or airfoil sections generally). Experiments have been con-
ducted for example by Medici & Alfredsson [10]. They found that the Strouhal number \( (St \approx 0.12) \) from the rotor disc is comparable with that reported for a solid disc. In addition, if the turbine is yawed (i.e. rotated with respect to the axis vertical-to-the-ground), the wake rotates in the opposite direction, with a consequent change in vortex shedding frequency (and therefore in loads on the turbine). Considering that aeroelastic instabilities have been found to be sensitive to rotor azimuthal and nacelle yaw positions [11], rotor disk orientation may be an issue for yawed-controlled turbines at standstill or operating in wind parks as the vortex shedding frequency may be more variable due to the wake’s motion.

The ultimate objective is to build a model of vortex induced vibration for wind turbine blades which can be used as part of a design or certification process. The current work represents a first step towards this goal. In this paper the simulation of vortex shedding from a wind turbine blade section is presented. In the next sections, methodology (i.e. fluid-dynamic and harmonic models) used will be presented, and results will be discussed.

**METHODOLOGY**

To meet our objectives, a series of two-dimensional transient simulations of the flow around the NREL S809 airfoil at different angles of attack were performed. Figure 1 shows the positive angular direction considered for the airfoil inclination with respect to the freestream direction. All calculations have been made at \( \text{Re} = 10^6 \). The software used is the commercial available URANS solver ANSYS-Fluent®.

There is almost no detailed experimental data available for vortex shedding from airfoils at high angle of attack. Therefore, in order to have confidence in the modelling approach, the standard case of flow around a circular was calculated at the same Reynolds number and using the same meshing density and turbulence model. Once verified, the model has been used to perform simulations of the flow around the wind turbine blade section at 18 different angles of attack. Using the data obtained the non-dimensional shedding frequency (i.e. the Strouhal number) and non-dimensional loading coefficients have been obtained for each angle of attack.

**Fluid-Dynamic Model**

The fluid domain, illustrated in Fig. 2 has been created with the ANSYS® default meshing tool. The domain extends to \( 10 \ c \) length from the body in the upstream direction, \( 40 \ c \) in the downstream direction and \( 10 \ c \) in both the vertical upward and downward directions. The reference chord length is \( 1 \) m. The fluid domain has been divided into different zones in which the mesh density is different, keeping it finer in the vicinity of the airfoil and fading in the far wake downstream. The inner zone has been modelled as a circle in order to facilitate the rotation of the airfoil with respect to the incoming flow. The mesh is unstructured, with triangular elements throughout except the quadratic elements in the boundary layer. The near wall mesh has 512 cells in the chord-wise direction and the overall mesh is composed in total of approximately 100,000 nodes.

Turbulence closure is modelled by the Shear Stress Transport (SST) eddy viscosity model. This transition turbulence model requires a very fine mesh in the vicinity of the airfoil: for that purpose, the height of the first cell has been tuned in order to obtain a \( y^+ \) value below 2 everywhere on the airfoil surface.

The airfoil throughout was specified by no-slip conditions. Inlet conditions was specified in the upstream boundary of the domain with a reference pressure \( \rho_{\text{gauge}} = 0 \). Computations have been made using the PISO resolving scheme, the Second Order Upwind discretisation scheme for the momentum and a time-step of 0.005s.

**Harmonic description of forces**

The lift for, \( L \), is defined perpendicular to the flow direction, while the drag is parallel to the flow. When

\[
\alpha = 50^\circ
\]
considering the loads on airfoils it is common to use the pitch moment, $M$, around the quarter chord (i.e. a point on the chord line, 25% of the chord from the leading edge) as this is theoretically the aerodynamic centre. However, as this airfoil is at such a high angle of attack and the behaviour as a bluff body is of most interest here, the pitching moment has been taken through the mid-chord point (i.e. equidistant from leading and trailing edge).

The aerodynamic loads can be non-dimensionalised using the chord as the reference length:

\[ C_l = \frac{L}{\frac{1}{2}\rho U_\infty^2 c} \]
\[ C_d = \frac{D}{\frac{1}{2}\rho U_\infty^2 c} \]
\[ C_m = \frac{M}{\frac{1}{2}\rho U_\infty^2 c^2} \]  

(1)

The time series of the aerodynamic forces and moment coefficients have been decomposed into Fourier series, as shown in Eqn. 2, in order to quantify the vortex induced excitation at higher frequencies.

\[ C_f(t) = C_{f0} + \sum_i C_{fi} \sin(2\pi f_i t + \phi_i) \]  

(2)

Once the fundamental vortex shedding frequency has been obtained for each angle of attack, the Fourier coefficients at harmonics of this frequency are obtained. For the lift force, the first three harmonics are needed to fit the time data, whereas the first four harmonics are required for the drag force and the pitching moment.

The fundamental vortex shedding frequency $f_i$ can be normalised using the characteristic length ($d$) and the local freestream speed ($U_\infty$) as is usually done for bluff bodies, resulting in the non-dimensional frequency (Strouhal number) defined as:

\[ St = \frac{f_i d}{U_\infty} \]  

(3)

The choice of characteristic length will be considered below.

RESULTS AND DISCUSSIONS

In the first instance, a CFD simulation has been conducted on a cylinder section with the characteristic length equal to the airfoil chord ($d = 1$ m), to validate the fluid-dynamic model as explained before. Results were in good agreement with experiments for both the vortex shedding frequency and the amplitude of the aerodynamic forces. It must be said that the model needed to be tuned: reliable results required a residuals tolerance of at least $1 \times 10^{-5}$, and a momentum relaxation factor value of 0.5 (the solver default value was 0.7) is needed to avoid residual divergence at the beginning of the simulation due to the high turbulence level associated with the relatively high Reynolds number ($Re = 10^6$).

Two ranges of angles of attack have been considered, positive $\alpha = [50^\circ \rightarrow 130^\circ]$ and negative $\alpha = [-50^\circ \rightarrow -130^\circ]$. The CFD simulations have been run for a physical time of 10s to allow the periodic wake associated with vortex shedding to become established.

In Fig. 3 the contour plot of the vorticity magnitude at $\alpha = 50^\circ$ at 10s is illustrated. Although the flow field in the immediate vicinity of the airfoil, which is effectively a bluff body, is specific to the geometry, in the downstream wake, a familiar vortex street can be seen.

The CFD simulations provide the temporal variation of the aerodynamic forces (lift, drag) and pitch moment. Figure 4 shows the time traces of these aerodynamic coefficients for $\alpha = 50^\circ$. For the sake of clarity only 1.2s has been shown. These plots are typical of what has been obtained. It is apparent that all three quantities are periodic, with significant higher harmonics, leading to signals which are not pure sinusoids. Furthermore, unlike a symmetric bluff body such as a circular cylinder, the mean of the lift and moment coefficients is non-zero. This is due to the asymmetric geometry of the blade section.

A spectral analysis of time-dependent data has been conducted to obtain the vortex shedding frequency values at all angles of attack. Figure 5 shows the Strouhal number trend against angle of attack. Two normalisations are considered: the first uses the chord of the airfoil as the characteristic length ($d = c$), while the other uses the projection of the chord on the vertical axis ($d = c \sin \alpha$).
FIGURE 3: INSTANTANEOUS VORTICITY MAGNITUDE AT $\alpha = 50^\circ$, t=10s. BLUE INDICATES CLOCKWISE DIRECTION, RED COUNTERCLOCKWISE.

The St trend in the case of the projected chord shows less variation than with the simple geometric reference length.

No symmetry is present, with respect to the angular position of $\alpha = \pm 90^\circ$, due to the interchanging convex-concave as the upper-lower side of the airfoil. In general it can be noticed that the St takes higher values for the negative angle of attack compared with positive angles. This is probably to the presence in negative angular positions of a cusp (i.e. trailing edge) on the leeward upper side of the airfoil which strongly affects the vorticity in the near proximity of the body.

Figure 6 shows the variation of the mean forces and moment component coefficients ($C_{l0}$, $C_{d0}$, $C_{m0}$) with angle of attack. It can be seen that the lift and moment mean coefficients have a similar trend, changing in sign as they approach $\alpha = 90^\circ$. The lift coefficient is relatively high and is comparable to what would be expected at low angle sof attack typical of the design operational range. However, unsurprisingly for a high angle of attack, this is accompanied by a very high mean drag coefficient, which is an order of magnitude greater than what would be found at low angles. There’s no substantial difference in the mean coefficients between positive and negative angles of attack, indicating that the camber of the airfoil is not important at these high angles. Furthermore, the mean coefficients for angles in the range $\alpha = [50^\circ \rightarrow 90^\circ]$ and $\alpha = [-130^\circ \rightarrow -90^\circ]$ are comparable, indicating that the shape of the leading edge is unimportant as for $-90^\circ > \alpha > 90^\circ$ the sharp trailing edge is actually upwind of the rounded leading edge. These observations suggests that, at least for the mean force coefficients the values obtained here may be generally applicable to a wide range of airfoil sections.

Figure 7 plots the variation with angle of attack of the coefficient of lift force components for the first three harmonics of the vortex shedding frequency ($C_{l1}$, $C_{l2}$, $C_{l3}$). The main characteristic is that the first harmonic dominates, as would be expected, for the whole range of angles considered. The second harmonic is greater than the third. The trend of each harmonic for positive and negative angles is similar. However, the Fig. 7(a) shows that at positive angles of attack the first harmonic of lift experiences a minimum around 70°, while for negative angles, Fig. 7(b), the trend in monotonic. This is due to the camber: geometrically, positive angles of attack present the oncoming flow with a concave shape, while negative angles present a convex profile. A more significant feature, in contrast to the mean coefficient, $C_{l0}$, for angles where the sharp trailing edge is upwind ($-90^\circ > \alpha > 90^\circ$), the fluctuating lift force at the vortex shedding frequency is substantially higher, than when the rounded leading edge is up wind ($90^\circ > \alpha > -90^\circ$).

Figure 8 shows the variation with angle of attack of the coefficient of drag force components for the first four harmonics of the vortex shedding frequency ($C_{d1}$, $C_{d2}$, $C_{d3}$, $C_{d4}$). In this case, the even harmonics are as important as the odd harmonics, with the second harmonic dominating in the region around $\alpha = \pm 90^\circ$. This is consistent with vortex shedding for circular cylinder [7]. The trends for all harmonics are similar for both positive and negative angles of attack, again suggesting that camber is unimportant. The coefficient for the second harmonic
FIGURE 4: TIME TRACES OF THE AERODYNAMIC FORCES (LIFT, DRAG) AND MOMENT COEFFICIENTS AT $\alpha = 50^\circ$.

is lower when the sharp trailing edge is upwind, while the first harmonic is largely insensitive to this. Figure 9 shows the associated coefficients for the pitch moment about the mid-chord for the first four harmonics($C_{m1}, C_{m2}, C_{m3}, C_{m4}$), which follow very similar behaviour to the drag coefficients.

CONCLUSIONS

At high angles of attack a wind turbine blade section (NREL S809) will behave primarily as a bluff body causing vortex shedding and hence will experience fluctuating loads. In general, the wake shape is consistent with what is seen in the literature for other bluff bodies, suggesting that the vortex shedding process has been correctly captured. When the projected area of the blade section is used to non-dimensionalise the vortex shedding frequency a Strouhal number varied from 0.12 to 0.14 for negative angles over the range of angles ($\alpha = [-50^\circ \rightarrow -130^\circ]$) and from 0.11 to 0.14 for positive angles ($\alpha = [50^\circ \rightarrow 130^\circ]$). The magnitude and harmonic content of the fluctuating forces depend on the angle of attack. Furthermore, the strength of the loading depends on whether the sharp trailing edge is upstream or downstream; when the trailing edge is upstream, the first harmonic of lift and drag are higher, but the second harmonic of drag and the pitching moment are lower. It has been found that the effect of camber on the fluctuating force coefficients is small, and so these results may be generally applicable to other airfoil sections. Further work is required to assess the effect...
of Reynolds number, as only a single value was considered here \( (Re = 10^6) \), and the effect of three dimensionality caused by blade plan taper or low speed blade rotation. Perhaps the most important unanswered issue is the effect of structural motion on the vortex shedding, particularly the lock-in range. Nonetheless, this current study represents an initial step towards a full model of vortex induced vibration of wind turbine blades.
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ABSTRACT

Fluidelastic instability is considered a critical flow induced vibration mechanism in tube and shell heat exchangers. It is believed that a finite time lag between tube vibration and fluid response is essential to predict the phenomenon. However, the physical nature of this time lag is not fully understood. This paper presents a fundamental study of this time delay using a parallel triangular tube array with a pitch ratio of 1.54. Experimental measurements of the time delay between tube vibration and the associated flow disturbances were conducted over the range of reduced velocities ($U_r=6.2-8.5$). A Computational Fluid Dynamics (CFD) model was developed in an attempt to investigate the interaction between tube vibrations and flow perturbations at lower reduced velocities ($U_r=1-7$) and Reynolds numbers ($Re=2000-12000$). The numerical predictions of the phase lag are in reasonable agreement with the experimental measurements for the range of reduced velocities ($U_r/f_d=6-7$). It was found that there is a fundamental change in the flow disturbance propagation mechanism at lower reduced velocity ($U_r\leq 2$). It seems that there are two propagation mechanisms; the first is associated with the acoustic wave propagation and the second mechanism is associated with the vorticity shedding and convection. An empirical model of the two mechanisms is developed and its predictions of the phase lag values are in reasonable agreement with the experimental and numerical measurements. The developed phase lag model is then coupled with the semi-analytical model developed by Lever & Weaver to predict the fluidelastic stability threshold which resulted in an improved prediction of the stability boundaries for the parallel triangular array. In addition, the present phase lag model has reduced the infinite number of stability loops predicted by the previous models to one stability loop only.

Keywords: Fluidelastic instability, time lag, tube bundle, heat exchanger, single flexible tube, theoretical model, CFD, Flow-induced vibrations.

NOMENCLATURE

\begin{itemize}
  \item $C_p$: Pressure coefficient.
  \item $D$: Tube diameter.
  \item $f$: Tube natural frequency (Hz).
  \item $f_s$: Sampling frequency.
  \item $L_m$: Modeled flow channel length.
  \item $m$: Tube mass per unit length.
  \item $P_s$: Tube surface pressure at the flow stagnation point.
  \item $P_{\theta}$: Tube surface pressure at an angle ($\theta$).
  \item $P_r$: Pitch ratio.
  \item $s^*$: Scaled distance along the flow path.
  \item $s_c$: Location of flow separation from the tube.
  \item $U_{\bar{f}}$: Mean gap velocity.
  \item $U_r$: Flow disturbance convection velocity.
  \item $U_{\gamma}$: Reduced velocity $= U_r/(fD)$.
  \item $\beta$: Transcendental function.
  \item $\gamma$: Weight factor.
  \item $\delta$: Logarithmic decrement.
  \item $\theta$: Surface angle on the tube.
  \item $\rho$: Fluid density.
  \item $\phi$: Phase lag function.
  \item $\omega_n$: Tube natural frequency (rad/s).
\end{itemize}

INTRODUCTION

Tube and shell heat exchangers are commonly used in many fossil and nuclear power plants. Therefore, the design process of such components has to account properly for all failure modes to ensure reliable service life. Flow-induced vibrations are a major design concern in nuclear power steam generators. Of the various flow excitation mechanisms, fluidelastic instability is considered the most critical [1]. The phenomenon of fluidelastic instability occurs when the fluid flowing across the tubes exceeds the critical velocity such that energy is transferred to the tubes from the flow and the vibration amplitudes rapidly increase [2;3]. Such large vibration amplitudes can lead to unexpected short-term failure which is extremely expensive and potentially dangerous especially in nuclear power steam generators [4].

---
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Due to the importance of fluidelastic instability in steam generators, significant research effort has been dedicated to understand and properly predict this phenomenon. A number of important reviews have been published over the few decades reporting the development of our understanding of the phenomenon [5,6]. While the several theoretical models developed to predict the fluidelastic instability have advanced our understanding of the phenomenon significantly [5], some issues remain unresolved [7-9]. One of these issues is the time lag between tube vibrations and flow response.

Fluidelastic instability in tube arrays subjected to cross flow is attributed to two fluid-structure interaction mechanisms [10;11]. The first mechanism is related to fluid coupling of neighboring tubes and called the "stiffness mechanism", and the second is related to a negative fluid damping mechanism i.e., fluidelastic forces in phase with tube velocity and called the "damping mechanism". In order for the damping instability mechanism to take place, there must be a finite time delay between structural motions and the induced fluid forces. The exact nature of this time delay or phase lag is not fully understood. However, it must be incorporated into any theoretical model to predict fluidelastic instability. Several models of the time delay between tube motion and fluid response have been introduced such as the finite fluid inertia model [12;13], the flow retardation model [14], and the vorticity shedding and convection model [15]. It seems that all these models offer different physical explanations for the same phenomenon. However, due to the difficulty of the problem and the lack of experimental observations, the developed models still require refinement. Recently, an attempt to measure this time delay has been published [16], yet more work is needed to understand and model this phenomenon.

This paper presents a fundamental study of the time delay between tube vibration and the associated flow perturbations in a tube array. A parallel triangular array was constructed with a pitch ratio of 1.54, and the flow-excited response of a single flexible tube located in the third row of the rigid array was monitored. Experimental measurements of the time delay were conducted over the range of reduced velocities ($U_r/D=6-8.5$) [17]. A two dimensional CFD model of a parallel triangular array which has the same geometrical configuration and dimensions as the experimental setup was developed using ANSYS-CFX. The CFD model was validated using experimental results for surface pressure distribution by Mahon and Meskell [16]. The model was used to investigate the interaction between tube vibrations and flow perturbations at lower reduced velocities ($U_r=1-6$) and Reynolds numbers (Re=2000-12000). The experimental and numerical results were used to develop an empirical model for the time lag between tube vibrations and flow response. The developed phase lag model was then coupled the model of Lever & Weaver [12;13] to predict the fluidelastic instability threshold for a parallel triangular array.

**EXPERIMENTAL SETUP**

The parallel triangular array configuration was selected for the present study as this pattern has shown the most consistent behavior for a single flexible tube in a rigid array [18]. An array that consists of seven rows and five columns of tubes was constructed with a pitch ratio of 1.54 as shown in Fig.1. The tubes used in the array were made of aluminum and had a diameter of 57mm.

![Figure 1. Array geometrical pattern and the locations of accelerometers (A), pressure transducers (P), and hot-wire measurements.](image)

Each tube in the array was suspended on a piano wire arrangement and equipped with a spring mechanism and damping device to fine tune the tube natural frequency and the total damping. The middle third row tube, which is marked 1 in Fig.1, was free to vibrate in all directions while the other tubes in the array were held rigid. Tube 1 was instrumented with two uni-axial accelerometers to obtain the two normal components of tube motion. Two pressure transducers were mounted inside the tube and located along the cross-stream axis to monitor the surface pressures on both sides of the tube.

Hot-wire measurements of the flow disturbances were conducted in the flow channel along the locations (A) through (N) as shown in Fig.1. The flow path and locations of hot-wire measurements were selected based on previous flow visualization studies [19]. The instrumented tube was tuned to a natural frequency of 25 Hz and a total damping ratio of 0.36%. The mass ratio of tube 1 is $m/\rho D^2=70$, resulting in a mass damping parameter of $m\omega/\rho D^2=1.57$.

**PHASE LAG EXPERIMENTAL RESULTS**

Measurements of the interaction between tube vibrations and flow disturbances were performed, and the results shown in this section provide the validation data for the present study [17]. The phase lag between tube vibrations and the associated flow disturbances was measured along the flow path indicated in Fig.1 for the
range of reduced velocity \(U_r = 6.2-8.5\). The phase lag between tube vibration and induced flow disturbances along the flow channel is shown in Fig.2(a) while Fig.2(b) shows the location of each measurement point and explains the location index scheme.

![Figure 2. Phase lag measurements along the flow path. (a) Phase lag data, (b) Location index scheme.](image)

The phase measurements along the flow path show that there are two distinct trends for the phase measurements; the first is taking place from location index of 1.6, i.e. two rows downstream, to location index of 0.6, while the second is taking place from location index of 0.6 to location index of -1.6, i.e. two rows upstream. It is important to note here that a positive phase angle means phase lag, in other words, it means that the flow perturbation takes place after the tube vibration by the time corresponding to this phase angle. The trends intersect at the point of location index 0.6 where the phase lag is almost zero. The phase lag trends shown in Fig.2(a) seem to be linear both upstream and downstream from the flow separation point. Linear phase lag trend means that the event is traveling at a constant speed in one direction.

The linear trends obtained in Fig.2(a) were analyzed to obtain the propagation velocity of flow disturbances for the regions discussed previously. The values for the flow disturbance propagation velocities upstream and downstream, \(U_c\), normalized by the mean gap velocity are shown in Table 1. The propagation velocity of the perturbations downstream is found to remain approximately constant at a value of 0.76 of the mean gap velocity. This ratio approximates the vorticity convection velocity obtained experimentally from a single cylinder subjected to cross flow as reported in the literature [20,21]. Thus the flow disturbances traveling downstream from the vibrating tube seem to be caused by the convection of vorticity which supports the time delay mechanism proposed by Granger and Paidoussis [15].

<table>
<thead>
<tr>
<th>(U_g) (m/s)</th>
<th>Downstream (U/U_g)</th>
<th>Upstream (U/U_g)</th>
</tr>
</thead>
<tbody>
<tr>
<td>8.5</td>
<td>0.78</td>
<td>0.44</td>
</tr>
<tr>
<td>9.5</td>
<td>0.76</td>
<td>0.42</td>
</tr>
<tr>
<td>10.5</td>
<td>0.74</td>
<td>0.40</td>
</tr>
<tr>
<td>11.5</td>
<td>0.75</td>
<td>0.43</td>
</tr>
</tbody>
</table>

The normalized upstream propagation velocity was also found to be constant but less than the downstream propagation velocity by a factor of nearly 2. This behavior could be related to the fact that the perturbation is travelling upstream against the mean flow, which results in a larger time delay. The range of mean gap velocity investigated in this study was limited by the minimum tube vibration amplitude required to produce coherence level adequate for reliable phase measurements and by the fluidelastic instability onset beyond which measurements were not possible. Therefore, CFD modeling of the problem was used to extend the range of investigated reduced velocities.

**COMPUTATIONAL FLUID DYNAMICS MODEL**

The CFD model was intended to examine, at least qualitatively, the ability to predict numerically the physical phase lag trends obtained experimentally. Precise quantitative agreement with the experimental results was not considered essential. Two dimensional tube array model was constructed using ANSYS-CFX. The flow response to harmonic tube vibrations in the cross-stream direction was monitored along the flow path shown in Fig.1. The surface pressures on the vibrating tube seem to be caused by the convection of vorticity which supports the time delay mechanism proposed by Granger and Paidoussis [15]. The surface pressures on the vibrating tube were transferred to the frequency domain to estimate the amplitude and phase with respect to tube vibrations.

A parallel triangular array identical to the experimental array geometry was constructed. ANSYS CFX-Mesh module was used to produce the model meshing where tetrahedral and prism elements were used to capture the circular curvature of the tubes. The tube diameter (57 mm) was considered to be the length scale, and the standard element size was selected to be below 5% D. The elements were refined around the tubes and near the walls to about 1% of the tube diameter. An expansion factor of 1.2 between the fine and the standard elements was adopted.
Inflated boundary layer elements were used at the model walls and on the tubes surfaces to model the boundary layer development. The number and size of the inflated boundary layer elements were determined based on the non-dimensional distance from the wall (y+), the Reynolds number (Re), and the length scale (D). Symmetry boundary conditions were assigned to the domain plans to handle the problem as two dimensional. The inlet region was set to have a uniform flow, while an opening boundary condition was assigned to the outlet region. The opening boundary condition allows the fluid to flow out or into the domain, and as such the flow is not forced to go in the outlet direction. The domain sides and the tube surfaces were treated as stationary no slip walls except for the third row central tube which was treated as a harmonically moving wall. The Reynolds numbers in the present simulations were in the range of (Re = 2000-39000).

Figure 3 shows details of the model dimensions and boundary conditions.

Figure 3. Boundary conditions and geometrical configurations of the CFD model.

A domain size independence study showed that at least eight length scales are required upstream of the tube array for the results to asymptote within 2%. A grid independence study was conducted to determine the minimum number of meshing elements without affecting the results. The time step was selected to maintain an RMS Courant number in the simulations below $Cr = 5$. The number of time steps was adjusted to provide about 100 cycles of tube vibrations which is enough for the frequency analysis. An investigation of the turbulence modeling effect showed that the Shear Stress Transport model (SST) performed best for the present geometry.

**CFD RESULTS**

The CFD model was validated first by comparing the predicted pressure distribution around the vibrating tubes to the experimental data reported by Mahon and Meskell [22]. The present CFD model provided reasonable agreement with the experimental results within 7%. Further simulations were carried out to predict the phase lag between tube vibrations and flow disturbances. Two flow conditions were examined which correspond to the experimental data for the same reduced velocities in Fig.4.

The numerical phase trend agreed qualitatively with the experimental data over the entire range of measurements. Two distinct phase trends were obtained from the numerical simulations and a minimum relative phase was observed at the flow separation point ($s^*=0.6$) which agrees with the experimental results reasonably well. The CFD model has captured the phenomenon physics quite well and further refinement of the CFD modeling might produce better agreement with the experimental data. As the CFD part of the present study was intended for qualitative analysis of the physics only, such refinement was not carried out and the model was employed in investigating the effect of reduced velocity on the phase trends.

**Table 2. Reynolds numbers for the CFD simulations.**

<table>
<thead>
<tr>
<th>$U_r$</th>
<th>$U_r$(m/s)</th>
<th>$Re$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.57</td>
<td>2000</td>
</tr>
<tr>
<td>2</td>
<td>1.14</td>
<td>4000</td>
</tr>
<tr>
<td>3</td>
<td>1.71</td>
<td>6000</td>
</tr>
<tr>
<td>4</td>
<td>2.28</td>
<td>8000</td>
</tr>
<tr>
<td>5</td>
<td>2.85</td>
<td>10000</td>
</tr>
<tr>
<td>6</td>
<td>3.43</td>
<td>12000</td>
</tr>
</tbody>
</table>

The effect of reduced velocity on the phase between tube vibrations and velocity perturbations was investigated over the range ($U_r=1-6$). In order to reduce the simulation time, the tube vibration frequency was reduced to 10Hz which resulted in a significant reduction of the flow velocities and Reynolds numbers. The details of this set of simulations are listed in Table 2. Phase trends were obtained from the CFD simulations for reduced velocities $U_r=1$ through $U_r=6$. For brevity purposes only, the cases for $U_r=2$, 4, and 6 are shown in Fig.5.
It was observed that the phase trend for \( U_r = 1 \) is quite similar to that of \( U_r = 2 \) as shown in Fig.5(a). The flow velocity perturbations at the upstream points, i.e., location index \( (s^* < 0) \), have a phase lag of about \( (\phi=180^\circ) \) with the tube velocity, while the velocity perturbations at the downstream points, i.e., for location index \( (s^* > 0) \), are in-phase with the tube velocity \( (\phi=0^\circ) \). Fundamental changes in the phase trends both upstream and downstream of the tube take place for \( U_r > 2 \) as shown in Fig.5(b). Physically the zero slope of the curves implies infinite disturbance propagation speed, while the \( 180^\circ \) phase change at the disturbances source implies upstream and downstream propagation from this point. In reality, the propagation velocity would be the speed of a pressure wave as predicted by a compressible, inviscid flow model. Fig.5(c) shows that by \( U_r = 6 \), the physics dominating the propagation of disturbances has changed from acoustic to convection of vorticity as observed in the experiments. Fig.5(b) for \( U_r = 4 \) shows a transitional case.

In order to better understand the fundamental change in the phase behaviour between \( U_r \approx 2 \) and 4, the pressure fields in both cases were examined. The pressure images showed a fundamental change in the excitation and fluid response mechanisms as shown in Fig.6. At a reduced velocity of \( U_r = 2 \), the flow follows a regular path in the array, no vorticity separation from the tube is detected and the flow field in this case is similar to the potential flow around a cylinder at relatively low Reynolds numbers. High and low pressure regions are formed as the tube vibrates as shown in Fig.6(a). It follows that, the flow perturbations are caused by the pressure pulse associated with the tube vibration and travel at the speed of sound. This propagation time is essentially instantaneous, which explains the zero slopes of the phase angle for upstream and downstream propagating disturbances. It is also observed that a phase shift of \( 180^\circ \) takes place between the upstream and downstream directions. This behaviour is associated with the effect of tube vibration on the flow such that, when the tube moves in one direction, this reduces the interstitial gap area and thus the flow decelerates upstream and accelerates downstream of the vibrating tube. This opposite reaction results in a phase shift of \( 180^\circ \) between the upstream and downstream.

Examining the flow pattern at \( U_r = 4 \) as shown in Fig.6(b) reveals a fundamental change in the flow as vorticity shedding from the tube occurs. The pressure field images show that high and low pressure regions are associated with the flow separation from the tube. In this
case, the flow perturbation is caused by the flow separation and the associated vorticity shedding. Thus, the phase behaviour is governed by vorticity convection downstream and the associated effect upstream from the tube under consideration.

In order to further investigate the flow disturbance propagation mechanisms, vorticity contours were obtained from the numerical simulations. Figures 7 (a) and (b) show the vorticity contours for reduced velocities of $U_r=2$ and $U_r=4$ respectively. In the case of $U_r=2$, as shown in Fig.7(a), the mean flow seems to have a clear path through the array which is not significantly affected by the wake regions. The vorticity contours for $U_r=4$ shown in Fig. 7(b) show the separation and formation of coherent vortex structures from the vibrating tube which cause significant disturbances to the flow path.

MODELING OF THE PHASE LAG FUNCTION

The numerical results reported in the present paper along with the experimental measurements [17] were used to develop an empirical expression for the phase lag between tube vibration and flow disturbance at any location along the flow path. The following assumptions were made in developing this empirical model:

- The source of flow disturbances due to tube vibration is located at the flow separation point which is denoted $(s^*)$, and at this location the flow disturbances are in phase with tube vibration.
- The delay time between tube vibration and the flow perturbations at any location $(s^*)$ is a function of the distance between $(s^*)$ and the disturbance source point $(s^*_i)$. This delay time can be scaled with the tube natural frequency $(\omega_0)$, the mean gap velocity $(U_g)$, and the modeled flow channel length $(L_0)$ to produce the phase lag $(\phi)$ in radians.

- The flow disturbances propagate via two mechanisms. The pressure wave propagation mechanism dominates at lower reduced velocities $(U_r<2)$. Vorticity shedding and convection mechanism is dominant at higher reduced velocities resulting in a linear phase trend for $(U_r>2)$.

At lower reduced velocities $(U_r<2)$, the flow disturbances propagate in the form of a pressure wave at the speed of sound producing the phase trend shown in Fig.5(a). In order to model this sudden change from a phase of 180° upstream to a phase of 0° downstream, a transcendental function is adopted to provide a continuous transition as follows

$$\phi_1(s^*) = \frac{\pi}{2} \beta(50s^*) + 1$$

(1)

where $\phi_1(s^*)$ is the phase angle at any location due to the pressure wave propagation mechanism, and the function $(\beta)$ can be defined as

$$\beta(s^*) = \frac{2}{\sqrt{\pi}} e^{-s^*} ds^*$$

(2)

The phase lag measurements at higher reduced velocities $(U_r>2)$ show that the flow disturbances propagate at an essentially constant velocity of about 0.42$U_g$ as shown in Table 1. Therefore, the phase lag between tube vibration and flow disturbances due to the vorticity shedding and convection mechanism can be expressed as

$$\phi_2(s^*) = 2\pi \frac{s^* - s^*_i}{0.42U_r}$$

(3)

where $(U_r)$ is a dimensionless reduced velocity in the form $(U_r/ID)$. The modeled flow channel length $(L_0)$ in the present case is considered to be the distance to two tube rows upstream where the effect of tube vibrations on the flow is considered to be negligible [23]. The pressure wave propagation mechanism is dominant at lower reduced velocities where no or little coherent vorticity is shed from the tube. The vorticity convection mechanism becomes dominant at higher reduced velocities, and the combination of these two mechanisms results in the total phase lag value. It follows that, the total phase lag at any location $(s^*)$ in the array can be presented as

$$\Phi(s^*) = (1 - \gamma)\phi_1(s^*) + (\gamma)\phi_2(s^*)$$

(4)

where $(\gamma)$ is a weight factor in the form...
The weight function is designed to switch from the pressure wave mechanism to the vorticity convection mechanism continuously at about $U_r \approx 2$ which is selected based on the numerical results. The phase lag predictions using Eq. 5 agree reasonably with both the experimental and numerical results as shown in Fig.8.

\[
\gamma = \frac{1}{2} [\beta(x) + 1] \\
x = 2U_r - 4
\]

(5)

The present stability boundaries follow reasonably well the experimental data [6] for mass damping parameter range ($m\delta/\rho D^2$=$0.6$-$200$). It is observed that the present stability boundary asymptotes as the experimental data asymptote for ($m\delta/\rho D^2$<=$10$) at a reduced velocity of about ($U_g/fD=9.5$). Only one instability loop is predicted by the present model in contrast with most of the theoretical models in the literature which predict an infinite number of instability loops. The instability loop occurs at reduced velocity range ($U_g/fD=1.5$-$2$) and for mass damping parameters ($m\delta/\rho D^2$<=$3$). It must be noted here that the existence of this stability loop is theoretical only, as once the tube becomes fluidelastically unstable, increasing the reduced velocity will not stabilize the tube. It follows that the practical stability boundaries should follow the lower bound of both loops. The prediction of a single stability loop as shown in Fig.9 may explain the sudden drop in the experimental data for a parallel triangular array at a mass damping parameter ($m\delta/\rho D^2$=$0.3$).

**CONCLUSIONS**

A fundamental study of fluidelastic instability (FEI) in a parallel triangular tube array with a pitch ratio of 1.54 has been carried out. Wind tunnel experiments were conducted to measure the propagation of flow disturbances associated with tube vibration. Additionally, a simple CFD study was conducted to determine whether such a numerical analysis could capture the physics of the perturbation propagation mechanism observed in the experiments. Good qualitative agreement between the CFD analysis and the experiments was found and the CFD model was then used to study the propagation of flow disturbances over a range of reduced velocities not achievable in the experiments. The results were used for physical insights as well as to develop an empirical model for the phase lag between tube motion and the propagating flow perturbations. This in turn was used in the semi-analytical model [12;13] for FEI to predict the stability threshold for parallel triangular tube arrays. The principal conclusions drawn from this study are:

---

Figure 8. Comparison between the present prediction and the experimental and numerical results for phase lag.

**FLUIDELASTIC STABILITY PREDICTION**

The empirical phase lag expression discussed in the previous section was coupled with the semi-analytical model developed by Lever and Weaver [12;13] to predict the fluidelastic stability threshold for a parallel triangular array. The semi-analytical model is based on modeling the flow channels using the one dimensional unsteady Bernoulli’s equation to obtain the pressures on the tube surface. The tube vibrations are assumed to be in the transverse direction only, and result is a flow channel area perturbation. This disturbance is assumed to propagate at a certain rate which is obtained using the phase lag expression developed above. By solving the flow field, the pressures on the tube surface can be integrated to obtain the fluid forces acting on the tube. These forces are used as an input to the tube equation of motion. Solving the tube equation of motion provides the fluidelastic stability map as a function of the reduced velocity term ($U_g/fD$) and the mass damping parameter ($m\delta/\rho D^2$). The present prediction for the fluidelastic stability threshold is compared to the stability threshold of the original semi-analytical model and to the experimental data reported in the literature [6] in Fig.9.

The present stability boundaries follow reasonably well the experimental data [6] for mass damping parameter range ($m\delta/\rho D^2$=$0.6$-$200$). It is observed that the present stability boundary asymptotes as the experimental data asymptote for ($m\delta/\rho D^2$<=$10$) at a reduced velocity of about ($U_g/fD=9.5$). Only one instability loop is predicted by the present model in contrast with most of the theoretical models in the literature which predict an infinite number of instability loops. The instability loop occurs at reduced velocity range ($U_g/fD=1.5$-$2$) and for mass damping parameters ($m\delta/\rho D^2$<=$3$). It must be noted here that the existence of this stability loop is theoretical only, as once the tube becomes fluidelastically unstable, increasing the reduced velocity will not stabilize the tube. It follows that the practical stability boundaries should follow the lower bound of both loops. The prediction of a single stability loop as shown in Fig.9 may explain the sudden drop in the experimental data for a parallel triangular array at a mass damping parameter ($m\delta/\rho D^2$=$0.3$).

---

Figure 9. Present fluidelastic stability prediction for a parallel triangular array $P_r=1.375$.
1. The experiments indicate that the propagation of flow disturbances associated with tube vibration is related to the generation and convection of vorticity from the tube. This supports the phase lag mechanism for FEI proposed by Granger and Paidoussis [15].

2. The simple CFD study was able to replicate the phase lag behavior observed in the experiments, at least qualitatively, and was therefore considered a useful tool for gaining further insights into the disturbance propagation mechanisms.

3. The experimental and numerical studies revealed that there are two distinct disturbance propagation mechanisms. At low reduced velocities, there is little or no coherent vorticity shed into the tube wake and disturbances are propagated at the speed of sound. At higher reduced velocities, vorticity shedding and convection become the dominant mechanism for disturbance propagation. These observations help to explain why FEI is not observed in tube bundles at low reduced velocities.

4. An empirical phase lag function based on the present study, when used with the Lever and Weaver model for FEI, provides improved predictions of FEI for parallel triangular tube arrays and eliminates the infinite stability loops predicted by previous FEI models.
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ABSTRACT

A parametric study of the surface pressure on an instrumented cylinder positioned in 6 locations surrounding a displaced central cylinder has been performed. The tubes are arranged in a normal triangular tube array pattern with pitch-to-diameter ratio 1.32 which is subject to air cross-flow. Static tube displacements up to 10% of tube diameter were tested with cross-flow velocities in the range 3-9m/s. This corresponds to a Reynolds number range of $3.25 \times 10^4 - 10^5$. Coefficients of lift and drag were calculated by integrating the surface pressure distributions with respect to angular position. The gradients of these forces with respect to the displacement of the neighbouring tube have been estimated, as these determine the onset of stiffness controlled fluidelastic instability in a flexible tube array. It has been found that these parameters are largely independent of Reynolds number.

NOMENCLATURE

- $\ddot{x}$: In-flow acceleration ($m/s^2$)
- $\ddot{y}$: Cross-flow acceleration ($m/s^2$)
- $\dot{x}$: In-flow velocity ($m/s$)
- $\dot{y}$: Cross-flow velocity ($m/s$)
- $C_f$: Fluid damping matrix
- $C_s$: Structural damping matrix
- $K_f$: Fluid stiffness matrix
- $K_s$: Structural stiffness matrix
- $M_f$: Fluid mass matrix
- $M_s$: Structural mass matrix
- $\rho$: Density of fluid ($kg/m^3$)
- $C_D$: Coefficient of drag
- $C_L$: Coefficient of lift
- $d$: Diameter of cylinder ($m$)

INTRODUCTION

Arrays of cylinders subject to fluid cross flow are very common in a number of engineering applications such as power lines, pipes connected to off-shore oil rigs and shell-and-tube heat exchangers. In heat exchangers the flow is highly turbulent and perpendicular to the axis of the tubes. This promotes heat transfer, however, the flow over these tubes may cause vibration which can, in extreme circumstances, cause these parts to fail.

Flow induced vibration can be categorized into four different mechanisms: turbulent buffeting, vortex shedding, acoustic resonance and fluidelastic instability. The first three mechanisms are reasonably well understood with a wealth of research having been done. Fluidelastic instability is potentially the most destructive oscillatory excitation mechanism in cross-flow heat exchangers. This phenomenon is particularly problematic in nuclear power stations where the heat generated by fission in the core is transferred to the turbines via a number of steam generators. The current solution to avoiding failures due to fluidelastic instability in steam generators is to adopt a conservative approach to operation by limiting flow rates through such heat exchangers. This leads to inefficiencies, with plants operating well below their maximum potential output due to this flow rate limitation [1]. Current

F_D Lift force ($N$)
F_L Drag force ($N$)
l Length of cylinder ($m$)
P Array pitch ($m$)
P_θ Pressure at angle $\theta$ ($Pa$)
U_g Gap velocity ($m/s$)
x In-flow displacement ($m$)
y Cross-flow displacement ($m$)

© Address all correspondence to this author.
predictive models of fluidelastic instability and related heat exchanger design guidelines are based on empirical evidence and tend to underestimate the critical velocity at which this phenomenon begins [2].

Recent computational fluid dynamics (CFD) models of fluidelastic instability [3–5] have proven successful in giving the time domain response of cylinders with loose supports vibrating in a tube array. It is believed that nonlinear impacting forces are dominant in producing the complex dynamical behaviour rather than the fluid dynamics, which essentially just provides a source of energy to drive the system [6]. Understanding and experimentally validating the fluid dynamics models driving fluidelastic instability is vital to improving these CFD models.

Following on from the work of Mahon & Meskell [7]; this study presents surface pressure data from the flow field surrounding a displaced cylinder in a normal triangular tube array. This data can be used as input to a quasi-steady model similar to Price & Paidoussis [8]. Such a model would be useful in exploring the relationship between fluidelastic instability and Reynolds number.

There is now significant evidence [9–13] that there is a relationship between Reynolds number and fluidelastic instability - a point that current models have not significantly addressed [6]. From a practical point of view an understanding of this relationship would prove very useful to both plant designers and operators.

**EXPERIMENTAL FACILITY**

The experimental facility consists of a draw-down wind tunnel which has a tube array installed in the test section. The test-section is 750 mm long with a cross-section of 300 mm x 300 mm. The flow velocity in the wind tunnel test-section ranged from 3 to 9 m/s with a free-stream turbulence intensity of less than 1%. The tubes in the array (38 mm diameter) are rigidly fixed, except for one tube which will be referred to as the displaced cylinder. The length of the displaced cylinder within the test section was 295 mm with a diameter of 38 mm. A normal triangular tube array with a pitch-to-diameter ratio ($P/d$) of 1.32 was used.

A custom built instrumented cylinder was used to gather surface pressure data. The instrumented cylinder (figure 2) has 36 pressure taps with a diameter of 1 mm and located at the mid-span around the circumference of the cylinder. The centre of the cylinder where the pressure taps are located was constructed from solid brass. Thirty six equispaced holes at 10° intervals were drilled around the circumference. The holes are 1 mm diameter and drilled in the direction of the origin (centre-axial direction) until the 1.59 mm diameter holes drilled in axial direction were reached. A 1.59 mm outer diameter brass tubing was fit into the axially drilled holes and air tightness was secured by brazing the connection. Two hollow brass tubes were fitted either side of the machined block. A solid cap and base were push fit.

The signal from the pressure transducer was acquired at a sample frequency of 1024 Hz and a mean value was obtained. A known pressure was applied to a single pressure transducer - the reference pressure transducer. The other pressure transducers were then calibrated with respect to this reference pressure transducer.

The instrumented cylinder was connected to the pressure transducers with short lengths ($\approx 300$ mm) of 2 mm internal diameter silicone tubing. Each pressure tap was monitored with a Micro Switch differential pressure transducer (24 PC Series). The other port of the pressure transducer was vented to atmosphere. In effect the gauge pressure was measured. The voltage from the pressure transducers was acquired using a 40 channel National Instruments data acquisition system (NI PXI-1044) with 5 PXI-4472B cards.

The displaced cylinder was mounted on horizontal traverse connected to a stepper motor. This assembly was then mounted on a bidirectional traverse (located outside the wind tunnel) to facilitate gross alignment of the cylinder. LabView was used to automate the experiment by simultaneously gathering data from the transducers, varying the flow velocity and displacing the cylinder in the cross-flow direction using a stepper motor.

Further details of the wind tunnel and other experimental equipment used in this study can be found in [14] and [15].
RESULTS

The flow conditions examined in this study can be seen in table 1. All Reynolds numbers are based on the gap flow velocity, \( U_g = U[P/(P-d)] \), and the tube diameter as the characteristic dimension. Two sets of tests were preformed. In the first test series, with reference to figure 1, the instrumented cylinder was placed in positions 1-6 while the cylinder in position 0 was displaced between \( \pm 10\% \) of tube diameter in the cross-flow direction. The flow velocity was varied between 3-9 m/s in increments of 1.5 m/s. Measurements were acquired at a sample rate of 1024 Hz for 60 seconds with 100 seconds between tests to allow the flow to stabilise. This will be referred to as Test 1.

In the second test series, with reference to figure 1, the instrumented cylinder was placed in position 0 while another cylinder was placed in positions 1-6 and displaced between \( \pm 10\% \) of tube diameter in the cross-flow direction. The flow velocity was varied between 3-9 m/s in increments between 0.5-1.0 m/s. Measurements were acquired at a sample rate of 1024 Hz for 30 seconds with 30 seconds between tests to allow the flow to stabilise. This will be referred to as Test 2.

The difference in measurement time and time between tests for Test 1 and Test 2 was to expedite the data gathering process.

Pressure Distributions

The pressure distributions were non-dimensionalised and the results are presented in terms of coefficient of pressure using equation (1) below:

\[
C_p = 1 - \frac{P_{\theta max} - P_{\theta}}{\frac{1}{2} \rho U_g^2} \tag{1}
\]

The pressure coefficient was expressed in this way since taking the free stream static pressure as the reference pressure was not appropriate because the mean static pressure varies throughout the array. Figure 3 shows the sign convention adopted for the angular position of the pressure tappings on the instrumented cylinder.

<table>
<thead>
<tr>
<th>( U(m/s) )</th>
<th>( U_g(m/s) )</th>
<th>( Re \times 10^4 )</th>
<th>Test 1</th>
<th>Test 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.0</td>
<td>12.5</td>
<td>3.25</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>3.5</td>
<td>14.6</td>
<td>3.79</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>4.0</td>
<td>16.7</td>
<td>4.33</td>
<td>-</td>
<td>✓</td>
</tr>
<tr>
<td>4.5</td>
<td>18.8</td>
<td>4.88</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>5.0</td>
<td>20.8</td>
<td>5.42</td>
<td>-</td>
<td>✓</td>
</tr>
<tr>
<td>5.5</td>
<td>22.9</td>
<td>5.96</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>6.0</td>
<td>25.0</td>
<td>6.50</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>6.5</td>
<td>27.1</td>
<td>7.04</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>7.0</td>
<td>29.2</td>
<td>7.58</td>
<td>-</td>
<td>✓</td>
</tr>
<tr>
<td>7.5</td>
<td>31.3</td>
<td>8.13</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>8.0</td>
<td>33.3</td>
<td>8.67</td>
<td>-</td>
<td>✓</td>
</tr>
<tr>
<td>8.5</td>
<td>35.5</td>
<td>9.21</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>9.0</td>
<td>37.5</td>
<td>9.75</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

The following indexing convention will be used used: \( X_{ij} \), where \( X \) is the property under examination, \( i \) is the position number of the cylinder (with reference to figure 1) being displaced and \( j \) is the position number of the cylinder measuring surface pressure. For Test 1 \( i = 0 \) and while for Test 2 \( j = 0 \).

Figure 4 shows a pressure distribution from Test 1 against Test 2. Both distributions show the surface pressure on the instrumented cylinder when a cylinder 1 row upstream is displaced. It can be seen that the distributions are very similar, thus indicating that the data from Test 1 and Test 2 are consistent.

In figure 4 the pressure is at a maximum at 0\degree - the stagnation point - since the flow velocity is 0 m/s. The
flow velocity increases, thus creating a pressure drop on the surface of the cylinder, until it reaches 60° and 300° at which point there is a slight pressure recovery as the flow decelerates after passing through the inter-row gap. The flow velocity reaches a maximum and thus the pressure reaches a minimum at 90° and 270° where the streams from the upstream tube join and accelerate through these gaps. This pressure drop recovers between 90°-270°, but does not recover completely due to viscous effects.

Figure 5 shows the pressure distributions from Test 1 for rows 2, 3 and 4. The distributions from rows 3 and 4 are very similar, suggesting that by the third row the flow is representative of the flow deep within an array. However, the pressure distribution for the cylinder in row 2 shows a sudden drop in pressure as the measurement location moves from the stagnation point. This is caused by the fact that the instrumented tube was at position 1 (row 2) and was therefore exposed to the free stream flow. This pressure distribution is not representative of a tube deep within an array. This was done to remedy these inconsistencies. The results proved more reliable because surface pressure data was only gathered when the instrumented cylinder was in the row 3 of the array.

In figure 6 pressure distributions are given at 3 displacements for the instrumented cylinder in position 0 and the displaced cylinder in position 2 (i.e. both in row 3 - see figure 1) at a free stream flow velocity of 9 m/s. Changes in these pressure distributions are especially noticeable at angles 270°-360° -10% displacement, where the greatest blockage occurs, thus the greatest pressure drop. As the cylinder in position 2 is displaced from -10% to +10% the shape of the pressure distribution changes as can be seen at 270° where the minimum pressure recovers with increasing displacement (decreasing blockage). As the displacement is decreased to 0%, the pressure distribution is seen to be symmetrical showing a reduction in blockage. This blockage decreases further as the cylinder is displaced to +10% as can be seen at 270° where the minimum pressure becomes higher. Note that there is no change in pressure at 90° for the 3 displacements shown. This suggests that the flow is not splitting equally either side of the cylinder in a staggered array, which means that the use of the Bernoulli equation, as per the Lever & Weaver ‘wavy wall’ model [17], may be inappropriate in this type of array.

Symmetry
In figure 7 surface pressure measurements are shown for position 2 at Δy₀ = +10% displacement and compared to transposed measurements taken at Δy₀ = -10% displacement. This was done to determine whether the number of measurement positions could be reduced due to the symmetry of the array under analysis. With reference to figure 1, for Test 1 the pressure distributions around cylinders 1, 2 and 3 when subjected to a positive displacement of cylinder 0 are the same as the transposed (plotted from 360°-0°) distributions of those around cylinders 4, 5 and 6 when subjected to a negative displacement of cylinder 0. The distributions from cylinders 4, 5 and 6 were transposed relative to cylinders 1, 2 and 3. The perturbation is symmetric about cylinder 0. This means that it is be possible to analyse a kernel of 7
Fluid Forces

The lift and drag on the cylinders were calculated by integrating the pressure distributions with respect to angle using equations (2) below:

\[ F_D = \frac{1}{2} \int_0^{2\pi} Pdl \cos \theta d\theta, \quad F_L = \frac{1}{2} \int_0^{2\pi} Pdl \sin \theta d\theta \]  

(2)

The coefficients of lift and drag were then determined using equations (3) below:

\[ C_D = \frac{F_D}{\frac{1}{2} \rho dl U_g^2}, \quad C_L = \frac{F_L}{\frac{1}{2} \rho dl U_g^2} \]  

(3)

The fluidelastic response of the tube array can be modelled using a linearized representation of the structural and fluid forces:

\[ (M_s + M_f) \ddot{y} + (C_s + C_f) \dot{y} + (K_s + K_f) y = 0 \]  

(4)

The fluid added mass can be estimated using potential flow theory and in any case, will be negligible in gas flows, and so will be ignored here. The fluid damping and stiffness are dependent on structural motion, therefore fluid forces associated with fluidelastic instability on a static cylinder do not exist [6]. However, it is possible to estimate fluidelastic forces from measurements on a static cylinder by using the quasi-steady model [18]. For a fully flexible array at high mass-damping values, the dominant mechanism of instability is likely to be stiffness controlled. Therefore, the fluid damping will be ignored. As the system approaches instability the stiffness matrix becomes asymmetric. This means, for example \( k_{01} \neq k_{10} \), where \( k_{01} \) represents the stiffness force acting on cylinder 1 due to displacement of cylinder 0. The coupling effect of the fluid can be estimated from the experimentally derived force-displacement gradient as shown in equation (5).

\[ k_{ij} = \frac{1}{2} \rho dl U_g \frac{\partial C_{Li}}{\partial y_j} \]  

(5)

The \( \frac{\partial C_{Li}}{\partial y_j} \) values are calculated by fitting a line to the graph in figure 10 between \( \pm 2\% \) displacement as at the onset of fluidelastic instability the displacement will be below these levels.

**Drag** In Test 1 when the instrumented cylinder was in positions 2-5, the drag force behaved as expected - increasing with flow velocity for both positive and negative displacements. Figure 8 shows drag force against gap velocity for the cylinders in positions 2 (row 3) and 3 (row 4). Note both scales are logarithmic. The data collapses well using a single line, thus indicating that the drag force is proportional to a power of the gap velocity.

Positions 1 and 6 are unusual in that they exhibit a negative drag force (a thrust acting upstream relative to
the bulk flow direction) is seen at large displacements (2 – 10% of tube diameter) as can be seen in figure 9 (a). This is likely due to the fact that these surface pressure measurements were taken in row 2 and therefore the instrumented cylinder was exposed to the free stream, thus creating an unusual pressure distribution as can be seen in figure 9 (b). Also since the tube downstream of tubes 1 and 6 is being displaced, it is possible that recirculation behind these tubes is causing this thrust at extreme displacements (2-10%).

**Lift** The lift force is much more complex and has non-linear relationships with displacement, flow velocity and position. Figure 10 shows the coefficient of lift against displacement at various Reynolds numbers for Tests 1 and 2. The overall trend of the change in the coefficient of lift with displacement is the same between Test 1 (figure 10 (b), (f) and (j)) and Test 2 (figure 10 (a), (e) and (i)). Also shown in figure 10 is $\frac{\partial C_{L}}{\partial y}$ against Reynolds number for Tests 1 and 2 at various measurement positions. The values for $\frac{\partial C_{L}}{\partial y}$ are determined by measuring the change in coefficient of lift on a cylinder between ±2% displacement. The most significant changes in lift force, and thus coefficient of lift, occur at displacements of ±2% of tube diameter as can be seen in figure 10 (a) and (b). The tests in this study were performed over the range of ±10% in order to see the overall trend of changes in lift force, or coefficient of lift, with displacement.

The coefficient of lift is approximately 0 at 0% displacement as would be expected. The deviation from 0 of the coefficient of lift at 0% displacement is caused by a combination of misalignment of the displaced cylinder (i.e. when the displaced cylinder was at the 0%, it was in fact at ±1%), a DC offset in the pressure transducers and a rotational offset in the pressure tappings of the instrumented cylinder. The misalignment of the displaced cylinder would have minimal effect on the change in coefficient of lift with displacement, since the tube is displaced between ±10% of tube diameter, meaning a misalignment will simply shift the result up or down, therefore the value of $\frac{\partial C_{L}}{\partial y}$ will remain the same since the slope of the graph will be the same. The DC offset in the trans-

**FIGURE 8**: TEST 1 DRAG AGAINST GAP VELOCITY WITH INSTRUMENTED TUBE IN POSITIONS 2 AND 3. (a) POSITION 2 (ROW 3), (b) POSITION 3 (ROW 4)

**FIGURE 9**: TEST 1 WITH INSTRUMENTED TUBE IN POSITION 1 (ROW 2). (a) DRAG AGAINST GAP VELOCITY AT 3 DISPLACEMENTS. (b) PRESSURE DISTRIBUTIONS AT 3 DISPLACEMENTS. U = 9 M/S
FIGURE 10: COEFFICIENT OF LIFT AGAINST DISPLACEMENT AT VARIOUS REYNOLDS NUMBERS AND MEASUREMENT POSITIONS. $\frac{\partial C_L}{\partial y}$ AGAINST REYNOLDS NUMBER AT VARIOUS MEASUREMENT POSITIONS

ducers has been accounted for in the calibration process. The rotational offset of the pressure taps is responsible for the slight asymmetry in the pressure distributions at 0% displacement as can be seen in figure 4, this gives a non-zero lift at 0% displacement.

Examining the estimates of the force-displacement gradient (figure 10 (c,d,g,h,k,i) ) it is clear that Reynolds number has a weak effect on the value for all coefficients except $C_{L06}$. In contrast, Mahon and Meskell [7] found that the force acting on a tube due to its own motion is strongly dependent on Reynolds number. This suggests that while the Reynolds number affects damping controlled instability, it may be not important for the stiffness controlled regime.
CONCLUSION

The pressure field around a statically displaced cylinder has been acquired and analysed. The coefficients of lift and drag were determined for each cylinder by integrating the pressure data with respect to angle. This was done at a range of displacements and flow velocities.
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ABSTRACT

The fluidelastic instability of cylinder arrays caused by cross-flow mainly occurs in the direction transverse to the flow due to the fluid force resulting from interaction between cylinders. However, in a recent study published by Canadian researchers, it was reported that an in-flow fluidelastic instability had been observed with their U-bend tube arrays. The present investigates the possibility and the parameter regimes of this in-flow instability in a simplified test setup.

A previous study using the cantilevered straight cylinder model showed that steady drag resulted in large cylinder static displacements which completely changed array geometry – in some cases leading to cylinder-cylinder contact at high flow velocities. In the present study, cylinders are supported at both ends. Tests are conducted in both water flow and air flow – the latter flow has lower drag forces.

1. INTRODUCTION

The stream-wise oscillation of a circular cylinder in cross-flow caused by alternate vortex shedding behind the cylinder is well known [1]. However, this phenomenon has not been well recognized in cylinder arrays. Recently inline fluid-elastic vibration of cylinder arrays has been reported for the U-bend tube array [2], where the array was found to oscillate in the stream-wise direction due to what is believed to be fluid-elastic instability.

This U-bend tube array is common in steam generators. T Steam-generator tubes cannot be easily supported externally, particularly in the U-bend region. In the U-bend region tubes are supported with a loose support system using for example anti-vibration bars or other types of supports. For this reason, the U-bend tubes can easily vibrate in the so-called “in-plane direction,” which corresponds to the stream-wise direction, in-line with the flow. When fluid-elastic instability occurs in the in-plane direction, it can easily lead to excessive wear damage of the heat exchanger tubes in a short period of time.

In this paper, fluid-elastic instability in the stream-wise direction, which is expected at higher flow velocities, is the major issue of concern. The fluid-elastic instability is caused by the motion of cylinders in the array, under conditions where the cylinder movement results in net energy transfer from the flow to the cylinders. There exists much research work on this problem [3]. However, fluid-elastic instability is believed to mainly occur in the cross-flow (or transverse) direction, although the motion of the cylinder-array may include both stream-wise direction and cross-stream direction displacements.

Our first study on inflow fluidelastic instability has been reported [4]. Although the results were interesting some were inconclusive on the question of occurrence of inflow fluidelastic instability. The water test loop has been modified based on these previous findings, and furthermore a new air test loop has been added; the latter air test loop makes it possible to avoid the excessive drag force effect, which changes the pitch of the set of cylinders.

The measurement results of unsteady fluid forces in cylinder arrays by Chen [5] indicate that there is a possibility of inflow fluidelastic instability in the case of small pitch staggered arrays. The first series of test is therefore done on a staggered array with the pitch-to-diameter ratio, P/D=1.2, in the water test loop. Further tests are then conducted based on the results of this initial test series.

2. WATER LOOP TEST

2.1 Test loop

Fig.1 shows the water test loop. The main flow is through a square cross sectional pipe of 90 mm section, where water flow is recirculated from a reservoir.

Flow straightening is achieved with a mesh unit composed of an array of circular tubes at the up-stream region of the test section. The flow velocity is controlled by a valve and an inverter power unit, and measured by an ultrasonic flow velocity sensor at the upstream region of the test section.

Test section

Fig.1 Test apparatus
2.2 Test cylinders

As indicated in Fig.1, the test section has a square geometry, where a maximum nine cylinders (3 by 3 in square array) can be installed. The cylinders are 20 mm in diameter, and 84 mm in length. The tubes are made of stainless steel. They are supported by a steel plate having 1 mm thickness and 6mm in width which runs through the center of the tube as shown in Fig.2. This provides symmetrical support at the upper and lower ends of the cylinders. Strain gages are mounted on the steel support plates to measure the cylinder response.

In the present series of tests, two types of basic cylinder arrays are tested, a staggered array and an in-line array. The pitch ratio of the staggered array is \( P/D = T/D = 1.2 \) as shown in Fig.3(a). The pitch ratio of the in-line array is also \( P/D = T/D = 1.2 \). In this array the tubes are set in a three-by-three square configuration as shown in Fig.3(b). As mentioned later, two additional tests have been conducted on the two configurations shown in Fig.3(c), (d). The additional tests were necessitated by interesting but inconclusive results from the square array of Fig.3(b). The results included inflow fluidelastic instability which was unexpected.

The frequencies of the tubes are approximately 20Hz in water while the damping ratio is nearly 2.5% in water. The initial vibrational characteristics are shown in Table 1 for the center cylinder in each case. Other cylinders are set to similar frequency and damping as in the table.

For each array, all cylinders are set flexible both in the direction transverse to the flow and in the stream-wise direction for comparison.

2.3 Test results

Fig.4 shows the root-mean-square response of instrumented cylinders in the case of the triangular array. The results are presented using the following dimensionless quantities:

\[
V_T = \frac{V_{\text{Gap}}}{f_D}, \quad V_{\text{Gap}} = \frac{V_{\text{Approaching}}}{P - D} \times D
\]

\[
\eta = \frac{\text{Root-mean-displacement}}{D}
\]

Table 1 Natural frequency and damping ratio

<table>
<thead>
<tr>
<th>Cylinder array</th>
<th>Transverse direction</th>
<th>Inflow direction</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Frequency</td>
<td>Damping</td>
</tr>
<tr>
<td>Staggered</td>
<td>20.99</td>
<td>(23.61)</td>
</tr>
<tr>
<td>In-line</td>
<td>18.87</td>
<td>(19.92)</td>
</tr>
<tr>
<td>Three in tandem</td>
<td>19.08</td>
<td>(23.13)</td>
</tr>
<tr>
<td>Three in parallel</td>
<td>21.93</td>
<td>(22.78)</td>
</tr>
</tbody>
</table>

*Bracket means data in air

The cylinder responses increase rapidly near \( V_T = 3.8 \) in the direction transverse to the flow. However, no clear increase was observed in the inflow direction. The magnitude of the response in the inflow direction also seems smaller than that in the transverse direction.
shown in Fig.5. A clear sharp peak appears when the cylinder becomes unstable, although the background turbulence noise level remains significant even for very high flow velocity in the inflow direction as indicated in Fig.5(b).

is easily discernible in Fig.6(a). However, although the response in the inflow direction shown in Fig.6(b) is not as small as in Fig.4(b), it is not easily distinguishable from turbulence response.

In Fig.6(b), the fluidelastic vibration appears to occur starting at \( V_r = 3.0 \), however, the frequency spectrum shown in Fig.7 indicates the occurrence of the instability to be closer \( V_r = 10 \).

The spectral analysis introduces new insight into the behavior of the staggered array. Inflow instability can clearly be observed in in-line array. The details of the instability were, however, not fully clear based in the measurements in the square array. For this reason, new tests on the simpler array configurations in Fig.3(c,d) were performed.

Fig.8 shows the vibration in the case of three cylinders in tandem. This result is very interesting in that the instability occurs at almost the same non-dimensional flow velocity \( V_r = 3.8 \) as in the case of the nine cylinder array. In this test, the cylinders statically move in the in-flow direction due to the flow drag force. Fig.9 shows the static displacement of the three cylinders. Note that
between the second cylinder and the third one increases. This may be the major reason that the first cylinder becomes unstable at the lower flow velocity, while the other cylinders destabilize at higher flow velocity.

During the test, the vibration response of the cylinders occasionally decreases, when the flow velocity increases, due to contact and impacting between the cylinders.

Fig.10 shows the response in the case of three cylinders in parallel. Fig.10(a) indicates that fluid-elastic instability occurs near $V_r=4.0$ in the transverse direction, while no clear instability is observed in the inflow direction.

Center cylinder remains relatively in position while the upstream and downstream cylinders undergo significant static displacement.

The space between the first cylinder and the second one decreases with increasing flow velocity, while that...
Table 2 Threshold of fluidelastic instability (P/D=1.2)

<table>
<thead>
<tr>
<th>Cylinder array</th>
<th>Transverse Direction</th>
<th>In-flow Direction</th>
<th>Direction</th>
<th>K</th>
<th>Direction</th>
<th>K</th>
</tr>
</thead>
<tbody>
<tr>
<td>Staggered</td>
<td>Vr=2.1-3.7</td>
<td>2.4-4.2</td>
<td>Vr &gt;7.3</td>
<td>-</td>
<td></td>
<td></td>
</tr>
<tr>
<td>In line</td>
<td>Vr=3.0</td>
<td>4.5</td>
<td>(Vr=8.6)</td>
<td>6.63</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Three in tandem</td>
<td>(Vr=3.8)</td>
<td>3.7</td>
<td>Vr=2.9 &amp; 3.7</td>
<td>3.0-4.7</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Three in parallel</td>
<td>Vr=4.0</td>
<td>3.9</td>
<td>Vr &gt;15</td>
<td>-</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The spectral analysis also shows a similar trend as seen in Fig.5.

The results suggest that in-flow instability occurs due to the interaction between cylinders in the in-flow direction. The instability results in water flow are summarized in Table 2, indicating the constant K defined by Eq.(2).

\[ \frac{V_c}{fD} = K \sqrt{\frac{m \delta}{\rho D^2}} \]  

(2)

3. AIR FLOW TESTS

3.1 Test equipment

Similar tests have been done in air flow. Fig.11 shows the test equipment. The cylinders in the air flow test are similar to those used in the water flow test, but they are supported as a cantilevers as shown in Fig.11(b). The patterns of the cylinder array is basically the same as in Fig.3(a), (b), (c), (d).

3.2 Test results

Fig.13 shows the response of cylinders in the case of the inline array. This array showed interesting behavior in water flow. The response seems unstable behavior starting near the velocity, Vr=7. This can be confirmed from the example of the response time trace itself Fig.14. Instability occurs in both the lift and drag directions. However, in the flow direction vibration amplitudes are strongly limited by tube-tube impacting. There there is therefore no clear difference on the threshold of the instability, only the post instability behavior.

Next, the cylinder in the case of the staggered array is shown in Fig.15. Fluid-elastic instability occurs near Vr=34 in the in-flow direction, while the instability is observed at the higher velocity of Vr=48 in the transverse direction. The response time trace indicates a similar trend as in Fig.14 even in this case, except for the amplitude modulation of the temporal response.

Fig.16 shows the results for the case of three cylinders in tandem. Contrarily with the result in water flow, no clear jump in the inflow direction is observed in air test, and the magnitude of the response in the inflow direction remains small. However, the response in the transverse direction shows a sharp increase near Vr=20, which indicates that fluidelastic instability occurs in the transverse direction only.
Another interesting result is observed in the case of three cylinders in parallel. In this case, fluidelastic instability is observed in the inflow direction and no instability is observed in the transverse direction as shown in Fig.17. This result is completely the opposite of the results found in the water flow tests.

The vibration response time trace shown in Fig.18 also shows a clear trend of the instability. The response amplitude in the transverse direction is modulated in time. The inflow vibrations, on the other hand, occur with a constant amplitude with no modulation.

4. DISCUSSION

The phenomenon of the fluidelastic instability has been studied by many researchers over years since Connors’ doctoral report [6] in 1969. Most of the research has been devoted to the investigation of generic issues, and the results have been compiled as design guidelines or vibration behavior overviews [7],[8]. Some papers have presented results on the effect of the tube vibration direction, in drag and/or in lift, however in most cases tubes have been supported axisymmetrically; the result then being that the occurrence of instability is almost at the same flow velocity in the two directions [9]. When tubes are supported asymmetrically, it is the transverse direction that has been more flexible [10]. As this report highlights the difference between the inflow instability and the usual transverse instability, it is important to clarify the difference between the two cases.

The stability analysis using the fluidelastic force coefficients measured by Chen [5] indicates that instability usually occurs in cylinder arrays with small pitch-to-diameter ratio. His results do not directly correspond to the present test result, however, the observation that triangular arrays have a strong possibility of undergoing inflow instability is verified in the present work, at least for water flow. Gas flow, on the other hand, was shown to have more complex behavior relative to water flow. The results suggest that one might expect some effects related to tube pitch-to-diameter ratio. However, the reported effect attributed to pitch ratio has been relatively small in the case of rotated triangular array by two-phase flow [11].

With regard to inflow instability of the triangular array, references [12],[13] are two among the papers that have been published following the paper on U-tube tests [2]. The first paper [12] reports on the inflow instability of a parallel triangular array of P/D=1.5. The work shows that inflow instability occurs at a higher flow velocity in air-water two-phase flow compared to the transverse direction instability in the same two-phase flow mixture. The
suggested $K$ value in Eq.(2) is $K=8$ for the in-flow direction, and $K=3$ for the transverse direction.

The second paper [13] reports similar results for a parallel triangular array of $P/D=1.37$ in air flow tests. In these tests a critical flow velocity in the in-flow direction of 2.7 m/s is obtained, while the velocity in the transverse direction is 1.7 m/s.

These results suggest that the ratio of the critical flow velocity in the in-flow direction to that in the transverse direction, $\kappa (=Vc(\text{in the in-flow direction})/ Vc(\text{in the transverse direction}))$, has an increasing trend with pitch-diameter ratio $P/D$. Fig.19 shows this trend in the case of triangular array, plotted using existing data; these data do not always correspond to the same fluid nor the same cylinder array.

![Fig.19 Ratio of critical flow velocity due to direction of movement (Staggered array)](image)

In the case of in-line array, this trend is not easily confirmed even for air flow tests. The dynamic stability behavior is also quite complicated in the case of three cylinders, in tandem and parallel configurations. Further work is therefore needed for a better understanding of these cases.

To sum up, all the instability results obtained are plotted in the classical stability map and compared with Connors equation with $K=3.3$ in Fig.20. Based on the stability map of Fig.20, there is no clear trend in the experimental critical factor $K$, as depending on the cylinder array pattern for small pitch ratio, $P/D=1.2$, nor on the direction of movement. Further work is therefore required to clarify the physical mechanism underlying the observed stability behavior.

There is another discussion on the inflow instability [14], where the effect of the number of flexible cylinders is examined, and this report also indicates the further work is required.

5. CONCLUSION

In water flow tests it was generally not easy to confirm the inflow instability mainly due to the effect of the steady drag force. However, fluidelastic instability was confirmed in the special case of three cylinders in tandem. The resulting $K$ factor of Connors’ equation was found to be almost the same as that for other arrays in the transverse direction. Water flow tests also show that the instability threshold is strongly affected by the pitch between cylinders.

Air flow tests confirmed the occurrence of in-flow instability for the staggered array of $P/D=1.2$. In this array, the critical flow velocity in the in-flow direction is smaller than that in the transverse direction. This trend is thought to depend on the cylinder pitch spacing. The ratio of the critical flow in the in-flow direction to that in the transverse direction shows a clear trend with pitch spacing. This trend will be investigated in more detail in future tests.

The present work shows that there are significant differences between the air flow and water flow tests. This may come from the strong drag force effect in water flow, although there are some unknowns in the behavior of the cases of three cylinders in tandem and in parallel. Even in the case of the in-line array, air flow tests indicate the occurrence of in-flow instability, although its amplitude is suppressed due to the contact between the cylinders.
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ABSTRACT
Fluidelastic instability is generally regarded as the most severe type of flow excitation mechanism. When this mechanism prevails, it could cause serious damage to tube arrays in a very short period of time. This mechanism is characterized by a critical flow velocity beyond which the tubes undergo unstable oscillations. Several models were developed to predict this stability threshold. The common feature among the semi-analytical models is the use of time delay in the formulation. Although these models interpreted the nature of time lag differently, they captured the essence of the fluidelastic instability phenomenon and were successful in reproducing some features of the experimental data.

This paper will investigate the mechanism of time delay utilizing a numerical fluid model. The unsteady flow and the resulting fluidelastic forces, pressure, and velocity perturbations are investigated. Numerical simulations are presented for normal triangle tube arrays with a pitch to diameter \((P/d)\) ratio of 1.35 utilizing a 2-dimensional model. In this model, a single tube was given a prescribed motion. Fluid forces acting on the oscillating tube and the surrounding tubes were estimated. In addition, the pressure and the velocity perturbations along the flow channels were predicted. The predicted forces, pressure, and velocity perturbations were utilized to estimate the time lag. The numerical model solves the Reynolds-Average Navier-Stokes (RANS) equations for unsteady turbulent flow, and is cast in an Arbitrary Lagrangian-Eulerian (ALE) form to mesh the motion associated with a moving boundary. The effect of Reynolds number on the displacement amplitude is also investigated.

NOMENCLATURE
\( \bar{A} \) Steady state channel area.
\( A_o \) Channel inlet area.
\( a \) Channel area perturbation.
\( d \) Tube diameter.
\( f \) Tube frequency.
\( \bar{U} \) Steady state flow velocity.
\( U_o \) Inlet flow velocity.
\( \bar{P} \) Steady state flow pressure.
\( P_o \) Inlet pressure.
\( p \) Pressure perturbation.
\( s \) Curvilinear coordinate.

INTRODUCTION
In the past, plant equipment was made robustly and had rather modest performance demands. Flow-induced vibration problems were therefore rare. However, due to the higher performance demands and efficiencies required by modern facilities, structures became more flexible and were subjected to higher flow rates. As a result, flow-induced vibration problems became commonplace, making their study an important area of research. This is particularly true with regards to the nuclear industry and process chemical plants. Regulations, the enormous cost of plant shutdowns and repairs, and the potential for safety hazards generated intensive research activity. Shell and tube heat exchangers are integral parts of power and process plants and consist of a large number of tubes arranged in bundles. The integrity of these tubes is very important, especially in the case of nuclear steam generators. This makes the potential damage from flow induced vibration (FIV) a major concern. These vibrations can be attributed to several sources such as vortex shedding, turbulence, and fluidelastic instability mechanisms [1]. Turbulence is a random excitation mechanism that results in

∗ Address all correspondence to this author.
a low amplitude vibration (less than 2% of the tube diameter). Vortex shedding is a periodic excitation with a frequency that is proportional to the flow velocity. If the vortex shedding frequency coincides with one of the tube’s natural frequencies, resonance takes place, leading to a large amplitude vibration. Fluidelastic instability (FEI) is characterized by the existence of feedback between the tube’s motion and the resulting excitation forces. If the feedback is positive, the tube extracts energy from the flow. At a certain flow velocity, known as the critical flow velocity \( U_c \), the net damping of the system will vanish, leading to a higher tube displacement. This mechanism is potentially dangerous and, if unavoidable, catastrophic failure of the operating unit can occur. This potential for catastrophic failure has led to several decades of intensive research to predict, understand and mitigate FEI effects. As a result, there is a large body of literature on the topic. Much of the research has been directed towards obtaining a reliable estimate of the critical flow velocity for the purpose of design [2].

To represent the stability behaviour of tube arrays, the Connors equation [3], in which a diagram depicting the reduced critical velocity as a function of the mass-damping parameter, is often used. Experimental investigation of the stability boundaries is required to establish these diagrams. The correlation of safe boundaries between the stable and unstable regions is essential for heat-exchanger tube bundle design. Numerous correlations of experimentally obtained critical flow velocities were developed. Excellent reviews providing design guidelines are provided by Weaver and Fitzpatrick [4]. The aforementioned efforts were devoted to obtaining more appropriate constants for the use of Connors-based models. These correlations presented the general trend of the instability phenomenon.

There are several models available to analyze FEI problems and the associated critical flow velocity [5–9]. These approaches, which includes Lever and Weaver [7], and Price and Païdoussis [8], are aimed at developing simple analytical models to describe the dynamic behaviour of tube bundles with limited (experimentally measured) input parameters. Based on the steady fluid forces measured on a tube positioned at various locations, a quasi-steady model was developed [8]. The forces are obtained from steady-state tests which are easy to perform. To account for the unsteadiness of fluid forces, a time delay is artificially introduced in the equation of motion. The time delay was postulated to be a result of a so-called flow retardation effect. Later, Granger and Païdoussis [10] modified the expression of time delay in a more intuitive manner. Rather than a constant value of the order of the tube diameter to velocity ratio \( \tau = O(d/U) \), the time lag was described as a function.

A different approach was followed by Lever and Weaver [7]. They attempted to directly model the fluid forces rather than measuring them. This was done by simplifying the fluid mechanics such that an analytical expression that couples fluid forces and tube motion can be obtained. The flow through the tube array was divided into wake and channel regions. The flow was assumed to be incompressible and one dimensional. Fluidelastic excitation was considered to be independent of wake phenomena, and only perturbations in the free stream flow along either side of the tube were considered. Therefore the flow in the channels is shaped by the array geometry and can be modelled using the unsteady Bernoulli equation. The dimensions of the flow channels are a function of the tube array geometry only. It was postulated that the tube motion causes perturbations in the channel flow width. This in turn causes velocity and pressure perturbations. Fluid forces were obtained by integrating the pressure perturbation on the tube surface. A time delay was introduce to account for the flow redistribution effect, which leads to a fluid force with a component in phase with the velocity. The model resulted in a surprisingly good prediction of the stability threshold, which indicated that the model succeeded in capturing the essence of the phenomenon. The model was later modified to account for the effect of the neighbouring tubes [11]. Based on the same model, a time domain fluidelastic instability force model was developed where the nonlinear effect of the tubes’ boundaries, such as gaps and frictional forces, were included [12].

Common among these two models [7, 8] is the use of time lag, which is a key element of the model. The choice of this time lag was found to affect the predicted results [12]. The exact nature of the time lag is not understood and further studies are need to uncover its nature.

Tanaka and Takahara and Chen [6, 9] identified fluidelastic parameters by directly measuring the forces acting on the vibrating tube. An important aspect of these models is that the fluid parameters (fluid force coefficients) are expressed in terms of stiffness and damping coefficients. These force coefficients are strongly dependent on the reduced flow velocity \( U_r = U/fd \). The applicability of the unsteady flow models [6, 9] is restricted by the availability of the force coefficients on which these models depend. These force coefficients can be measured experimentally [6] or can be simulated using comprehensive numerical modelling [13].

Despite the considerable differences in the above mentioned theoretical models, there is an agreement in
the basic assumption that the flow is predominantly two-dimensional in nature. This assumption is justified by experimental results. It was shown that the correlation length of the fluid forces was found to increase suddenly to very large values. The interested reader is referred to the work of Romberg and Popp [14] which comprehensively examined the circumferential and axial correlation of fluid forces.

Since the early 1990s, there have been several avenues where computational fluid dynamics (CFD) has been extensively deployed to investigate flow induced vibration problems, with a particular emphasis on cylindrical tubes in various configurations. Considerable work was directed towards freely vibrating cylinders in which vortex structure and tube motion were coupled (see, for example, So et al. [15]). Moreover, several studies also embarked on attempting to directly predict critical flow velocities (leading to FEI) in flexible tube arrays [16–18]. This is a difficult task as it involves fully coupled fluid-structure interaction calculations. With respect to directly calculating critical flow conditions, the computational requirements are very high. Considering the many possible configurations of tube arrays including the fluid properties and state such as Reynolds number, at the current stage of development this approach appears to be infeasible for use in the context of practical heat exchanger configurations design.

A more pragmatic approach is to utilize CFD to predict parameters that can be integrated into the theoretical FEI models previously discussed. If applied intelligently, it would be possible to enhance the accuracy of the theoretical models. For example, Meskell et al. [19, 20] utilized numerical models to estimate the steady fluid forces as a function of both the velocity and the static tube displacement for a triangular tube array. They then used these force parameters in conjunction with the quasi-steady flow model. In another example, Hassan et al. [13] utilized CFD to simulate unsteady fluid forces and the corresponding force coefficient resulting from tube motion. The obtained coefficients were successfully utilized to predict the stability threshold of various arrays.

In this paper, CFD will be utilized to obtain the time lag information, which will be useful in shedding some light on the phenomenon. The obtained time lag will be integrated into the flow cell model to predict the stability threshold. In addition to this evaluation, and using the same approach, the effect of Reynolds number and vibration amplitude on the stability threshold will also be investigated.

1 The flow cell model

In its original form, the flow cell model of Lever and Weaver [7] idealizes the tube as a single degree of freedom system vibrating at its natural frequency. The fluid is assumed to flow through a series of flow channels passing between the tubes. The flow inside each channel is assumed to be one dimensional, inviscid and incompressible, and the fluidelastic excitation is independent of wake phenomena. Two flow channels are attached to the moving tube as shown in Fig. 1. The motion of the single flexible tube in a rigid array causes the dimensions of the flow channel to change. The channel width (A), flow velocity (U), and pressure (P) were decomposed into steady state (Ao, Uo, and Po) and perturbation components (a, u, and p).

\[
A(s,t) = \bar{A} + a(s,t) \tag{1}
\]

\[
U(s,t) = \bar{U} + u(s,t) \tag{2}
\]

\[
P(s,t) = \bar{P} + p(s,t) \tag{3}
\]

This change in the flow channel’s dimensions is postulated to lag behind the tube motion, which in turn leads to unsteadiness in the flow. A pressure perturbation that lags behind the tube motion is also produced. The resultant fluid forces have a component in-phase with the tube velocity which causes a destabilizing effect.

Each channel has a length of so and a cross sectional area of A, as shown in Fig. 1 for the normal triangle array. The geometry is simplified by assuming a constant steady state channel width which is \((P - D)/2\) for this array. Consequently, the steady state velocity and pressure can be also assumed to be constant and equal to the inlet velocity and pressure \(Uo\) and \(Po\). The curvilinear coordinates define the location along the channel. \(x_1\) and \(x_2\) are the locations of the attachment and separation points. \(so\) is location of the next tube row. For each flow channel, the pressure at any point along the moving tube/channel contact interface is calculated by solving both the unsteady continuity and the momentum equations. The pressure is integrated along this tube/channel contact area to obtain the lift and the drag force per unit length \(F_L(t)\) and \(F_D(t)\). The channel perturbation time lag is a very important parameter, which affects the quality of the predicted threshold. This parameter is dependent on the selection of the relevant fluid length \(lo\). In the original model, the relevant fluid length was selected intuitively as \(lo = 2so\) (baseline value). Andjelic and Popp [21] recommended modified values for the relevant fluid length to achieve an acceptable agreement with their experimental stability thresholds for a normal triangle array. Hassan
and Hayder [12] conducted an investigation of the effect of variations in the relevant fluid length on the nonlinear response. They found minor effects on the lift response when the fluid length was increased by 200% of the baseline value.

2 Computational fluid dynamics model

The Reynolds Averaged Navier-Stokes (RANS) equations describing mass and momentum conservation are solved to obtain the time evolution of the velocity and pressure in the tube array. The interactions between fluid motion and moving structures is handled by casting the governing RANS equations in an Arbitrary Lagrangian-Eulerian (ALE) form which accommodates moving boundaries and any subsequent deformation of the underlying discrete mesh.

To include the influence of turbulent mixing, the Shear Stress Transport (SST) turbulence model is used [22]. For further details on the model choices, and a discussion on the turbulence modelling issues and justification, the reader is referred to the paper of Hassan et al. [13].

2.1 Solution strategy for generating unsteady fluid forces

Although a moving grid simulation is inherently a transient problem, the simulation is first run with a static tube bundle. This obtains a quasi steady-state solution to provide the initial flow conditions for the transient simulation. Following this preliminary process, a transient simulation is then started with one tube being forced to move at a specified frequency and amplitude. The moving tube is forced to first oscillate in the lift direction and then in the drag direction.

2.2 Tube array model

The normal triangle tube array contains 53 tubes arranged in 8 columns and 7 rows with $P/d = 1.35$ and a tube outside diameter ($d$) of 30mm, as shown in Fig. 2. The last row functioned as an exit. The Reynolds number is set by adjusting the value of the inlet velocity. Tube 1 (Fig. 2) was forced to oscillate in the lift and drag directions with various excitation frequencies. The excitation frequency ($f_e$) was used to obtain the required reduced flow velocity while fixing the upstream flow velocity. A uniform inlet velocity was applied with a turbulence intensity level of 5% (for medium-level turbulence). The gaps between the tubes in the last row were set as the exit. This was found to eliminate some of the periodicities in the force signal due to the wake oscillation behind the last row [13]. In addition, it also allowed the use of a smaller computation domain which resulted in a considerable savings in simulation time. The unsteady lift and drag forces acting on Tube 1 are obtained by integrating the pressure and the fluid shear stresses acting on these tubes. Once convergence in the steady flow solution is obtained, the transient solution commences.

Based on the steady state simulations, the shape of the flow channel was determined, as shown on Fig. 3. The space between any two adjacent tubes in a row was found to be divided into two separate flow channels. This is con-
sistent with the flow visualization of Scott [23]. Eighty-nine monitoring points were placed along the upper flow channel associated with Tube 1. Forty-four monitoring points were placed along the upstream path, and a similar number of points were placed downstream. The flow velocity and pressure were obtained at each time step. The results at each monitoring point were processed to obtain the mean, the perturbation amplitude, and the phase.

The unsteady flow results include a dominant frequency which is associated with the prescribed tube motion. The mesh distribution around the moving tube is shown in Fig. 4. Detailed mesh resolution tests were performed to verify grid dependence. The effect of mesh resolution was conducted, and accordingly, a mesh with 160,000 nodes was found to be suitable. A study of the time step resolution was conducted and found that a time step resolution of $\delta t = T/90$ ($T$ is the oscillation period) provides not only reasonably accurate calculations, but also an efficient use of computational resources. Fifty tube oscillations, beginning from a quasi-steady initial solution, were simulated. This ensured steady statistics could be obtained when applying the Fast-Fourier Transform (FFT) process to the force data.

3 Results

The distribution of the mean velocity component ($U_m$) is shown in Fig. 5. The reduced mean velocity ($U_m/U_o$) has a value of 0.5 at $s/s_o = 0.6$. At $s/s_o = 0$ and $s/s_o = -1.0$ the reduced mean velocity is 1. This variation is attributed to the fact that two channels exist between the adjacent tubes at $s/s_o = 0$ and $s/s_o = -1.0$ while a single channel exists between adjacent tubes at $s/s_o = 0.6$. As mentioned earlier the original flow cell model simplifies the channel geometry as having a constant width which in turn results in a constant mean velocity and pressure along the channel length.

Figure 6 shows the velocity perturbation distribution along the channel for a reduced flow velocity of 1. The maximum velocity perturbation takes place at two locations $s/s_o \approx \pm 0.55$. The velocity perturbation becomes zero in the vicinity of the next tube row ($s/s_o \approx \pm 1.0$). For the moving tube attachment/separation region, the minimum velocity perturbation takes place at ($s/s_o \approx 0$).
In order to place these results in the context of the flow cell model of Lever and Weaver [7], the discussion will be restricted to the upstream portion only. The effect of the reduced flow velocity is shown in Fig. 7. The general trend was maintained for all reduced flow velocities with a maximum value at \( \frac{s}{s_o} \approx 0.55 \). It is also observed that the minimum velocity perturbation shifts slightly upstream for higher reduced flow velocities.

Figure 8 shows that the effect of the reduced flow velocity on the velocity perturbation at \( \frac{s}{s_o} \approx \pm 0.55 \). The velocity perturbation ratio \( \frac{u}{U_o} \) sharply decreases in the reduced flow velocity range of 1 to 4. The reduced flow velocity has an insignificant effect on the velocity perturbation for reduced flow velocities higher than 10. This is similar to the force coefficient trends reported experimentally [6] and numerically [13]. In addition, the same behaviour was observed for other Reynolds number values. Increasing the Reynolds number causes the velocity perturbation ratio to decrease.

The phase relationship between the tube displacement and the flow velocity perturbation was obtained for reduced flow velocities ranging from 1 to 50. The phase has two distinct trends depending on the range of reduced flow velocities. An example of the phase relationship for the low range of flow velocities (1 to 8) is shown in Fig. 9a. The phase of the velocity perturbations varies almost linearly with location (s) for 0.2 > \( \frac{s}{s_o} \) > -0.2 with a zero phase at \( \frac{s}{s_o} \approx 0 \). For \( \frac{s}{s_o} < -0.2 \) (upstream) and \( \frac{s}{s_o} > 0.2 \) (downstream), the phase is relatively constant at about -100° and 100°, respectively. An example for higher reduced flow velocities is shown in Fig. 9b where the minimum velocity phase is located at \( \frac{s}{s_o} \approx 0 \). The phase varies linearly both upstream and downstream in the vicinity of \( \frac{s}{s_o} = 0 \). Further upstream and downstream the velocity phase levels off at constant values of 190° and 140°, respectively.

The velocity phase for all reduced flow velocities is shown in Fig. 10. The phase lag in this figure is presented in such a way to preserve a smooth variation in the trend. The general trend for all reduced flow velocities is preserved where a minimum phase exists at a location in the neighborhood of \( \frac{s}{s_o} \approx 0 \) and levels off further downstream at \( \frac{s}{s_o} < -0.2 \).

A further examination of the phase in the flat portion of the trend (\( \frac{s}{s_o} < -0.2 \)) was examined for various reduced flow velocities and Reynolds numbers and illustrated in Fig. 11. In the lower reduced velocity range
Conclusions

Numerical simulations for normal triangle tube array were conducted to investigate the time lag between the tube motion and the resulting flow perturbation. A RANS CFD solution using an arbitrary Lagrangian-Eulerian formulation with moving boundaries was utilized. A single tube was forced to oscillate at a fixed amplitude and frequency. The flow velocity amplitude and phase was obtained at 89 locations along the flow channel. The reduced flow velocity has no effect on the mean flow velocity distribution with a minimum value equal to half the pitch velocity. The maximum velocity perturbation amplitude was found to decrease as the reduced flow velocity increases. The velocity perturbation phase angle was found to increase with the location along the flow channel. The phase lag was also found to become constant beyond a certain point along the flow channel \((s/s_o < -0.2)\). The current study provides valuable information regarding the time lag along the flow channel.
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FIGURE 9: Velocity phase: (a) \(U_r = 1\), (b) \(U_r = 10\)

FIGURE 10: Velocity phase for 5% displacement and \(Re=500\)

FIGURE 11: Effect of \(Re\) on the velocity perturbations for 5% displacement and \(Re=500\)
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ABSTRACT

A Karman-vortex street is formed when a fluid passes a bluff body. This vortex shedding is altered by the presence of particles or droplets. In this paper we present numerical simulation results on the effect of particle mass loading on the vortex shedding frequency and the dynamic lift and drag forces on the bluff body. 2D simulations were done using ANSYS FLUENT software [1]. The Reynolds stress model was used to model the turbulence fluctuations and the Discrete Phase Model (DPM) for the particle tracking. We used one-way and two-way couplings between the continuous and the dispersed phases. A triangular shape was used for the bluff body as this mimics the shape of most vortex meters. The pressure fluctuations behind the bluff body and the forces acting on the bluff body were monitored. The results show that the presence of particles decrease the turbulent kinetic energy and intensity and it will lead to the decrease of the pressure fluctuations and the dynamic forces on the bluff body.

INTRODUCTION

The flow in a wake of bluff bodies has been a subject of study for many years. A summary of different regimes for the wake flow and the boundary layer is given in [2]. The regimes can differ from Re<1 which is an unseparated flow (creeping flow) and dominates with viscous forces, to Re > 3.5 X 10^6 which is a turbulent wake flow with turbulent boundary layer. It is important to note that the Reynolds number in this case is based on the bluff body diameter. For a range of Reynolds number a periodic vortex shedding occurs behind the bluff body.

For small Reynolds number (Re<40), the flow will exert a static drag force on the body in the streamwise direction. For Re>40 the vortices are formed and the vortex shedding will start and exert dynamic forces (dynamic drag and lift forces) on the bluff body, due to the pressure asymmetry on the body.

The wake flow has extensive engineering applications. One of them is by relating the frequency of the vortex shedding to the flow velocity which is used in the flow meters and is called vortex meters [3-6]. A critical point about vortex shedding from the bluff body is that it can cause large vibration level or fatigue failure [7].

The periodic vortex shedding can be explained by its magnitude and frequency. The frequency of the vortex shedding is related to the non-dimensional Strouhal number, which is

\[ Str = \frac{f d}{U} \]

In which Str is the Strouhal number [-], f is the shedding frequency [Hz], d is the diameter, in this case width, of the bluff body [m] and U is the free stream velocity [m/s]. The frequency of the shedding is equal to the frequency of the bluff body vibration in the direction perpendicular to the flow (dynamic lift force). The frequency of the shedding is half the dynamic drag force frequency. Strouhal number for different bluff body geometries and Reynolds numbers can be found experimentally and it is plotted in the Figure 1. Strouhal number is used in vortex flow meters to relate the vortex shedding frequency to the velocity.
The presence of particles or droplets in the turbulent flows can enhance or damp the turbulent intensity [8]. The effects of particle inertia on the flow can be categorized by the non-dimensional Stokes number, which can be defined by the ratio of the particle response time to the fluid response time.

\[ St = \frac{\tau_p}{\tau_f} \]

Where \( \tau_p = \frac{\rho_p d_p^2}{18 \mu} \) (particle response time) and \( \tau_f = \frac{L}{U} \) (fluid response time, \( L \) and \( U \) are the characteristic length [m] and velocity [m/s]).

In this study, the triangular geometry was chosen as a bluff body. The pressure downstream of the bluff body and the drag and lift force of the bluff body is monitored. In a preliminary step, the one-phase gas flow vortex shedding from the bluff body is investigated to verify the solver and the applied method in the calculations. From the Reynolds stress model, the effect of particles mass loading on the lift and drag coefficient of the bluff body is analyzed.

For the particle transport, a one-way coupling and two-way coupling approach was used. In one-way coupling the particles are following the flow without having any effect on the flow. In the two-way coupling, the particles will insert forces on the flow (momentum transfer). For a mass loading less than 10%, the one-way coupling assumption is valid [10]. This is the hypothesis that will be checked in this study. Particles with different mass loading (diameter) are injected into the gas flow.

**RESULTS**

**One-phase gas flow results**

The Figure 3 shows the velocity magnitude contour in the computational domain. The periodic vortex shedding can be clearly detected in the downstream of the bluff body. The recirculating separation region can be seen near the downstream of the triangle trailing edge.

The structured grid is generated in Gambit package. The mesh was generated close to the walls with a fine aspect ratio to resolve the fluid flow close to the wall. The simulations were performed with the Reynolds numbers in the range of 1000 to 10000. For the Reynolds number of 10000, the wall unit \( y^+ = \frac{y}{\delta_u} = \frac{u'_y}{v} \) will be around 2 (\( u_s \) is the friction velocity [m/s] and \( v \) is the kinematic viscosity [m²/s]).

**SIMULATION APPROACH**

**Computational Domain**

The computational domain is given in the Figure 2. The triangle has the width of \( d = 1 \) m and the height of \( h = 2 \) m. The velocity inlet boundary condition has the distance of 5 times the triangle width from the bluff body and the outlet boundary condition is located at 22 times the diameter (from the body). The symmetry lines are located about 5 times the triangle width from the domain centerline.
error is about 4.2% at Re = 10000 which can be due to the turbulent structures and small eddies motion and they are not present in the simulation.

\[
\text{Re} = 10^4, \quad \text{St} = 0.001, \quad \text{St} = 0.11, \quad \text{St} = 0.3, \quad \text{St} = 1.2
\]

Effect of particles on the flow

In this section the air flow has the Reynolds number of 10^4. The results are presented in two sections, one-way coupling and two-way coupling results. In the one-way coupling results, the effect of flow on the particles are resolved with neglecting the effect of particles on the flow. The goal of this part is to study the dispersion pattern of the droplets with different inertia in the wake flow. In the two-way coupling sections, the particles will exchange momentum with the continuous phase.

The number of particles injecting at each time step is equal to the number of cells at the injection surface which in our model is 350 particles. The density of the particles is 998 kg/m^3. The choice of the time step in this case is dependent on both the shedding frequency and the particle velocities. In the simulations the particles are injected with the same velocity as the fluid flow (u=1 m/s). In order to resolve the particle motion between the grids, we chose the time step size that the displacement of droplets in each time step is smaller than the size of two grid cells. This assumption is to make the simulation more accurate and prevents the particles jumping from one cell to another. Based on this assumption the time step was chosen to be 0.01 sec.

One-way coupling results

The particles are injecting into the fluid domain with constant diameter and they have no effect on the air flow. The only coupling between the air flow and droplets is the forces acting on the particles from the continuous phase. The results are shown in the Figure 5.

![Figure 5- Unsteady droplet dispersion in the wake flow behind the bluff body, one-way coupling simulation with different Stokes number and Re =10000.](image)

It can be seen in the Figure 5 that the particles dispersion is greatly affected by the vortex-particle interaction. For very small particles (St=0.001), the particles will act as flow tracers and they follow the flow trajectories. By increasing the Stokes number, the particles residence time and inertia starts to increase and the balance of forces between the flow and particles will introduce a centrifugal force for particles. As it can be seen from the results, in larger Stokes numbers the particles tend to accumulate on the peripheries of the vortices.

It is important to note that the only force exerting on the droplets is the drag force (Stokes drag force). The Basset force, virtual mass and the lift forces are neglected. Thus, the drag force, or in this case centrifugal force from the center of vortices, push the droplets outward the vortices center and accumulate them on the outer boundary of the vortices. The results for the Strouhal number as a function of Stokes number are given in the Figure 6.

![Figure 6- The Strouhal number and lift coefficient as function of Stokes number for the one-way coupling simulation.](image)

It can be seen that there is no change in the Strouhal number and the maximum lift coefficient (also drag coefficient). In order to study the effect of particles on the flow, the two-way coupling simulations were performed which is given in the next part.
Two-way coupling results

In this part the effect of particles mass loading on the Karman vortex shedding is analyzed. The particle dispersion patterns are given in the Figure 7. The periodic vortex shedding is affected by the presence of the droplets.

It shows that the particles with very large Stokes number are starting filling the vortices core again and they fill the distance between the adjacent vortices. The particles with high Stokes number become unresponsive to the flow. The droplets decrease the turbulence intensity of the flow by exchanging momentum (Figure 8). Another effect that can be seen from the figure is that the large Stokes number particles change the vortices and braid their structures. Additionally, large Stokes number particles shift the formation of the vortex shedding further from the bluff body.

In order to analyze the effect quantitatively, the results for the Strouhal number and the bluff body lift and drag coefficients are presented in the figures 9 to 12. It is important to note that the Strouhal number in this case is equal to the shedding frequency (\(U=1\) m/s, \(d=1\) m).
The Figure 9 shows that higher Stokes number particles decrease the vortex shedding frequency and consequently, the Strouhal number. Large particles tend to stabilize the flow and decrease the turbulence intensity. The decrease in the Strouhal number starts at St = 1.8 which corresponds to the mass loading of 10.6%. This result shows that the hypothesis on the effect of particles with mass loading of 10% or more is valid.

The increase in the lift coefficient is partly due to the mixture density. In Figure 10 the effect of the mixture density is shown on the reported value for lift coefficient from the FLUENT package. It can be seen that the particles inertia is decreasing the lift coefficient of the bluff body. However, for Stokes number less than 5 the effect of mixture density dominates the effect of particles stabilizing the flow. The decrease in the lift coefficient after St = 5 is corresponding to the dominant stabilizing effect of particles inertia on the vortex shedding.

**Effect of the number of injected particles**

In this section the discrete phase mass loading is changed by changing the number of injected particles. For this purpose the time step of the injection was doubled to decrease the number of droplets which are injecting per second ($\Delta t = 0.02$ s). Thus, the mass loading for this section case is half the mass loading of the previous case for each Stokes number.

The mass loading is calculated based on the injection area and the number of particles injecting into the domain. The equation for the mass loading is given below.

$$\rho_p V_p \left( \frac{\text{Particles}}{\text{s}} \right)$$

where $V_p, u_f, A_{inj}$ are the volume of each particle [$m^3$], velocity of the flow [$m/s$] and the injection area [$m^2$].

The results for the Strouhal number and the maximum lift coefficient (with and without considering the mixture density) is plotted in the Figure 13.

**VALIDATION**

In this section the results are compared to the previous studies. There are couple of numerical studies on the effect of droplets or particles on the vortex shedding behind the bluff body with different numerical methods. One of them has been done by Tang et al. in which the experimental and numerical results were compared together [11]. Kun et al. [12] did the LES (Large Eddy Simulation) simulation of the particle-wake interaction of the circular cylinder bluff body. The comparison is given in the Figure 14.
Figure 14- The comparison of particle dispersion in turbulent wake flows between LES results (left) [12] and Reynolds stress model (right).

The figure shows a good agreement between the LES data and our simulation ($St \approx 0.001$, $St \approx 1.8$, $St \approx 2.2$). It can be seen that in both simulations the particles start connecting the vortices to each other from the connecting areas and the particles filling the connecting regions.

**Time step and mesh sensitivity analysis**

In this section of this study, the sensitivity of the results to the grid size and time step size is studied. For this purpose different time steps ($\Delta t = 0.005, 0.01, 0.02, 0.04$ s) were used for the simulations and the results for the Strouhal number are given in the Figure 15.

<table>
<thead>
<tr>
<th>Grid</th>
<th>$\Delta x (m)$</th>
<th>$\Delta y (m)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Grid 1</td>
<td>0.04</td>
<td>0.0008</td>
</tr>
<tr>
<td>Grid 2</td>
<td>0.05</td>
<td>0.0017</td>
</tr>
<tr>
<td>Grid 3</td>
<td>0.06</td>
<td>0.0029</td>
</tr>
</tbody>
</table>

The results of the Strouhal number for different mesh sizes are given in the Figure 16.

Figure 15- The Strouhal number for different time step size.

It can be seen that the results of the chosen time step ($\Delta t = 0.01$ s) is not sensitive to the smaller or larger time step. The same time of simulation was performed for different grid sizes. The grid cell sizes close to the wall are given in the Table 1. The grid size which was used in this study is number 2. The $x$ is in the tangential direction of the wall and the $y$ is in the normal direction.

The results show the grid independency of the model. As it was mentioned before, the Grid 2 is the chosen grid for our simulations and it can generate an accurate result which takes less iteration.

**CONCLUSIONS**

The effect of particles on the vortex shedding behind the bluff body was investigated numerically. In the one-way coupling, higher Stokes number the particles tend to accumulate on the peripheries of the vortex structures. For higher Stokes number the effect of particles on the flow is not negligible and for this purpose two-way coupling simulations were performed. In the two-way coupling simulations, particles start to change the wake flow and by increasing the particles Stokes number (and consequently mass loading), the vortex shedding will be stabilized. In two-way coupling for high Stokes number, particles start filling the core of vortices and they decrease the turbulence intensity and the Strouhal number (which in our simulation is the same as vortex shedding frequency). The increase in the value of lift coefficient is due to the mixture density which is increasing for higher Stokes number particles.

The effect of particle mass loading on the vortex shedding was studied in two parts, by increasing the particles inertia and changing the number of injected particles. The larger the mass loading, the larger the changes of the vortices structures and it can make the vortices structures to get closer to each other from the center of the core region. It shows that the lower mass loading has less influence on the vortex shedding and it
can shift the transition of then vortex shedding stabilizing to a higher Stokes number.
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ABSTRACT
We experimentally studied the effect of hairy/fuzzy/spined coating on the topology and dynamic of the flow past a cylinder at low Reynolds number. Primarily, the averaged topology is investigated for various configurations and compare to a reference smooth cylinder: all configurations increase the recirculation area (up to +400% in length) and decrease the fluctuating kinetic energy (up to -43%). Secondly, the dynamic of the wake is analyzed with the help of Time Resolved Particle Image Velocimetry (TR-PIV). Not only, some of the fuzzy coatings modify the vortex shedding frequency, moreover certain configurations are stopping the formation of contra-rotative vortex structures, leading to a wake of chaotic structures. Finally, the abilities of coatings to alter the amplitude and the frequency of a freely vibrating cylinder is being investigated. The amplitude is decreased by nearly -90% and the frequency at which it vibrates by up to -51%.

NOMENCLATURE
- \( D \) Solide diameter of the cylinders.
- \( D_a \) Apparent diameter of cylinders including the thickness of the coating.
- \( Re \) Reynolds number based on the upstream velocity and the solide diameter.
- \( Re_a \) Reynolds number based on the upstream velocity and the apparent diameter.
- \( St \) Strouhal number based on the upstream velocity, the vortex shedding frequency and the solide diameter.
- \( St_a \) Strouhal number based on the upstream velocity, the vortex shedding frequency and the apparent diameter.
- \( L_f \) Length of the fuzzes.
- \( d_f \) Diameter of the fuzzes.
- \( \theta_f \) Angle between the axis of the fuzzes and the surface of the cylinder.
- \( \phi \) Packing density of the coating material defined by the ratio of the volume occupied by hairs divided by the total volume of the coated layer.
- \( \Omega \) Symmetrical component of the velocity gradient tensor.
- \( S \) Antisymmetrical component of the velocity gradient tensor.
- \( \lambda_{1-3} \) Eigenvalues of \( S^2 + \Omega^2 \).

INTRODUCTION
Flow modification by mimicking our natural environment has been an uprising research field for some time now. Over the past decade, some researcher have focus on the particular effect of hairy/fuzzy coating. The numerical simulations by Favier [1] and more recently the experimental investigation by Niu [2] have demonstrated the ability of a self-adaptive hairy coating to significantly reduce the lift fluctuations by -44% and the drag by -15% through naturally adapting to counteract the near-wall separated flow. Gosselin [3] studied experimentally and theoretically the ability of poroelastic system to reduce drag. In some cases, solitary filament can even be sufficient to produce nonlinear phenomenon impacting the vortex shedding [4].

At first, the idea was to mimic a fuzzy geometry found in the nature and investigate whether it had any...
effects on the by-passing flow. The saguaro cactus and its spines seemed to be a good candidate and has already been partly investigated [5]. But the geometrical similarity was restraining the possibilities and was only answering the question whether spines were of any aerodynamic benefits for the survival of cactus. But what about other types of fuzzy coating? Can a fuzzy coating influence sufficiently the flow in order to reduced the induced vibrations past a cylinder? What would it take to have significant reductions in frequencies and amplitudes, if any? Therefor the idea is to investigate the effect of a coating layer on the vortices inducing vibrations past a cylinder with no restriction on it attributes beside having fuzzes no longer than 1 $D$. The vibrations are not the only parameter analyzed, but also the averaged flow topology, the fluctuating kinetic energy, the shedding frequency, the pressure fluctuations and so on.

The reduction of VIV is of great concern in engineering, fuzzy coating may offer an innovating solution.

**EXPERIMENTAL SETUP**

In order to investigate the robustness of the von Kármán vortex shedding in the wake of fuzzy coated cylinders, three different coating materials were used. They are identified as F1, F2, F3 and depending on whether or not it is the version with the longer or the shorter fuzz, the attribute long or short is added to the name. The F1 coating is made of fuzzes considered rigid with 16 pairs of fuzzes periodically distributed along the cylinders circumference. Span-wise, the distance between each pair is 0.067 $D$. The length of the fuzz is 0.1 $D$ for $F_{1\text{short}}$ and 0.2 $D$ for $F_{1\text{long}}$ (Fig. 1 (c)).

The F2 coating is made of fuzzes considered nearly rigid with the ability to rotate by a few degrees. The fuzzes are randomly scattered with a density of 310 fuzzes/cm$^2$. The length of the fuzz is 0.2 $D$ for $F_{2\text{short}}$ and 0.33 $D$ for $F_{2\text{long}}$. The particularity of this coating is to have fuzzes which are not perpendicular to the surface of the cylinder, resulting in an asymmetric cross-section (Fig. 1 (d)).

The F3 coating is made of flexible bundles of fuzzes. Each bundle is made of approximately 100 microscopic fuzzes. The diameter of a fuzz is 0.0005$D$. There are 28 bundles periodically distributed along the cylinders circumference. Span-wise, there is a bundle every 0.08$D$. The length of the bundles is 1 $D$ for $F_{3\text{long}}$; there is no $F_{3\text{short}}$. For commodity reasons, the bundles, will be considered as fuzz for the rest of the study. The particularity of this coating is its ability to deform itself and behave on a similar manner as the poroelastic system studied by Gosselin [3]. It results on a significant variation of the characteristics of the coating: $D_a$ is reduced, $\theta_f$ varies between 0$^\circ$ - 90$^\circ$, $\phi$ increases and the cross-section is no longer circular. As a result, at any given time, the characteristic of this coating is between $F_{3\text{min}}$ and $F_{3\text{max}}$.

All those informations, as well as further details regarding diameters, orientation, packing density are summarized in Table 1.

The wake passed the cylinder is measured by Time Resolved Particle Image Velocimetry. Glassbeads ($\rho \approx 1.05kg/m^3$,$d \approx 10\mu m$) are used as tracer particles and the middle plane is illuminated by a 1.8 Watt continuous-wave semiconductor laser (532nm). A high-speed CMOS camera is used to acquire the images at a frequency of up to 376 Hz for a resolution of 1280 x 1024 pixels. Series of 20000 consequential frames are recorded.

### Fixed cylinder

The experimental studies are performed in a free surface water channel with the following test-section dimension: 10$D$ (width) x 14$D$ (height) x 70$D$ (length). For each studied configuration, the cylinder spans the entire width of the test-section and is located in the water channel at mid-depth (Fig. 1 (a)). The aspect ratio of the experimental cylinders being 10, we made the approximation that the side effects due to the walls were negligible.

The laser sheet comes from below the channel and is perpendicular to the axis of the cylinder at half of the cylinder length. The camera is set aside the channel, in the axis of the cylinder.

<table>
<thead>
<tr>
<th>Cylinder</th>
<th>$D_a/D$</th>
<th>$L_f/D$</th>
<th>$d_f/D$</th>
<th>$\theta_f$</th>
<th>$\phi$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ref</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0$^\circ$</td>
<td>0</td>
</tr>
<tr>
<td>$F_{1\text{long}}$</td>
<td>1.2</td>
<td>1.0</td>
<td>0.0093</td>
<td>90$^\circ$</td>
<td>0.0095</td>
</tr>
<tr>
<td>$F_{1\text{short}}$</td>
<td>1.4</td>
<td>0.2</td>
<td>0.0093</td>
<td>90$^\circ$</td>
<td>0.0087</td>
</tr>
<tr>
<td>$F_{2\text{long}}$</td>
<td>1.12</td>
<td>0.2</td>
<td>0.0037</td>
<td>18$^\circ$</td>
<td>0.0231</td>
</tr>
<tr>
<td>$F_{3\text{long}}$</td>
<td>1.2</td>
<td>0.33</td>
<td>0.0037</td>
<td>18$^\circ$</td>
<td>0.0223</td>
</tr>
<tr>
<td>$F_{3\text{short}}$</td>
<td>3</td>
<td>1</td>
<td>0.0005</td>
<td>90$^\circ$</td>
<td>0.0120</td>
</tr>
<tr>
<td>$F_{3\text{min}}$</td>
<td>1.2 - 2</td>
<td>1</td>
<td>0.0005</td>
<td>0$^\circ$ - 90$^\circ$</td>
<td>0.0687</td>
</tr>
</tbody>
</table>


**FIGURE 1**: (A) SCHEMATIC OF THE EXPERIMENTAL SETUP; (B) SCHEMATIC OF A FUZZY CYLINDER; (C) PHOTOGRAPH OF THE REFERENCE AND THE $F_1$ LONG CYLINDERS; (D) SCHEMATIC OF THE CROSS-SECTION OF A CYLINDER WITH THE F2 COATING.

**FIGURE 2**: SETUP ALLOWING THE CYLINDER TO HAVE ONE DEGREE OF FREEDOM: ROTATION AROUND THE X-AXIS.

**FIGURE 3**: SETUP ALLOWING THE CYLINDER TO HAVE 5.5 DEGREES OF FREEDOM: ALL BUT TO TRANSLATE DOWNSTREAM.

**Oscillating cylinder, setting OM1**

In order to be able to study the response of the cylinder to the vortex shedding, the cylinder needs to be given some degrees of freedom. The first setting, named OM1, allows the cylinder to oscillate in the cross-flow direction ($\omega_x$) but refrain the cylinder to perform any translation or rotate around its axis (Fig. 2). Any oscillations in the in-line direction are being damped excepted for a slight inclination of the cylinder due to the drag. However, this inclination does not time evolved. This setting is quite similar to the one used by Flemming [6].

For the PIV data acquisition, the laser is set aside the channel with the sheet being perpendicular to the axis of the cylinder (without being inclined) at $2/3$ of the cylinder length toward the bottom. The camera is located below the channel.

**Oscillating cylinder, setting OM2**

It is known from the literature [7], that the motion of a cylinder under the effects of VIV is more complexed than just a transverse displacement or rotation. For this reason, a second setup (OM2) was used to investigate the effect of the coating on a cylinder with almost unlimited degrees of freedom (Fig. 3). The only restriction for the cylinder is not being able to translate downstream if it hasn’t performed an upstream translation prior to that. The major drawback of this setup is the ability to generate a fictional rotation around the axis of the cylinder due to the torque exercised on the mechanism by a strong cross-flow translation. Alike the setup OM1, the cylinder is slightly inclined due to the drag and the PIV setup is the same as for OM1.

**EXPERIMENTAL RESULTS**

**Time averaged topology past a fix coated cylinder**

Before investigating the effects of the coating on the VIV, it is important to have a better overview on how the coating effects the flow past a cylinder: what is the impact of the fuzz length and how those modifications evolves as the up stream velocity is increased. The analysis of the time averaged flow displays significant differences on the average topology. Looking at the recirculation area behind the cylinders, defined by $U_x = 0$, we can clearly see that its size is related to the length and the type of the fuzz (Fig. 4). At $Re = 390$, the recirculation area length for the reference cylinder is $1.58D$ and increases to $2.10D$ for $F_1$ short and $3.60D$ for $F_1$ long. It represents a length increases of respectively $+33\%$ and $+128\%$. An increase
of the recirculation area means that the vorticity attached to the cylinder will move further downstream before to roll into an independent vortex. As a consequence, the fluctuating forces acting on the cylinders due to the forces exercised by the rotating vortices have to be reduced as the oscillations in the wake have more difficulties to travel upstream.

The material $F2$ is able to extend the length of the recirculation bubble by +114% with a coating layer thickness of only a third of $F1_{long}$ (Fig. 4(d)). However, by increasing the fuzz length of material $F2$, we do not achieve to increase the recirculation area any further.

The coating $F3_{long}$ has the most significant impact on the average recirculation area. With a size larger than the acquisition window, it is only possible to say that it is over 8D in length, representing an increase of over +400%.

At a fixed upstream velocity, the increase of a cylinder diameter results in an increase of the recirculation area. Therefore, it is important to verify that the coating does not simply act as a solid layer, by only increasing the solid diameter and therefore increasing the recirculation area (r.a.). That is why the apparent diameter also needs to be taken in consideration and the recirculation area measured from the edge of the coating layer in function of $D_a$. Table 2 summarizes the size of the r.a. in function of $D_a$ and proves that coating layers do not simply act as a solid layer, which increases the diameter of the cylinder, but do have a significant impact on the wake.

Looking at the fluctuating kinetic energy, a reduction of the maximum intensity as well as a modification of the averaged topology can be observe. A significant reduction of the maximum intensity is recorded for the configurations with fuzzes $L_f \geq 0.2D$. The $F2_{short}$ coating displays the most significant results with a reduction of the maximum intensity by -43% compared to the reference cylinder ($F3_{long}$ not being included as maximum of fluctuating kinetic energy is so far downstream that it was out of the recording window) (Fig. 5(a)).

$F1_{long}$ and $F2_{long}$ show a similar magnitude of fluctuating kinetic energy, whereas $F1_{short}$, which has an apparent diameter equal to the one of $F2_{long}$, is merely affecting the fluctuating kinetic energy. This points out that the thickness of the coating should not be considered as an independent variable but as a variable depending on the characteristics of the fuzzes. Also, we can observe from the figure 5(a) that increasing the length of the fuzzes and therefore the thickness of the coating does not necessarily result in reducing the maximum fluctuating kinetic energy.

Increasing the Reynolds number to 1700 seems to be sufficient to overcome the benefits of the coatings in terms of reducing the maximum fluctuating kinetic energy (Fig. 5(b)). Nevertheless, the fuzzes are still able to move the maximum region away from the cylinder: +60%, +40%, +183% respectively for $F1_{long}$, $F2_{long}$, $F3_{long}$. Even by considering the apparent diameter, the coating has the same tendency.

The averaged topology is also noticeably changed,
the area of highest intensity, located just downstream of the recirculation region in the case of the reference cylinder, is divided into two as the recirculation length increases. Looking at an approximative spatial evolution of the vortex structures in the wake of the cylinders using the Q criterion [8]:

\[ Q = \frac{1}{2} (||\Omega||^2 - ||S||^2) = -\frac{1}{2} (\lambda_1 + \lambda_2 + \lambda_3) \] (1)

\[ Q = -\frac{\partial v}{\partial x} \frac{\partial u}{\partial y} \frac{1}{2} \left( (\frac{\partial u}{\partial x})^2 + (\frac{\partial v}{\partial y})^2 \right) \] (2)

we can see that the longer the spines, the further apart are the trajectories of the vortex structures of opposite vorticity sign (Fig. 5(a-d), dashed line). If we set an arbitrary limit for the vortex core at \( Q \geq 1 \), then for the cylinder without spines, there is an area downstream of the cylinder \((x/D \in [1.42 - 3.18])\) with an averaged width of 0.45D, where part of the core of the counter-rotating vortical structures are alternatively passing by. This region encloses the area of greater fluctuating kinetic energy. In the case of the \( F1_{short} \) coating, there is no area where the cores of the clockwise and counterclockwise vortices superimpose over a shedding cycle. Yet, if we look at the boundary limit of the structure defined by \( Q \geq 0 \), the counter-rotating structures do pass over a common area. As the fuzzes are increased to a length of 0.2D, coherent vortical structures are no longer identifiable. The area of maximum fluctuating kinetic energy is being reduced and split into two areas of lower intensities on each side of the recirculation region.

The material \( F2 \), due to a fuzz orientation differing from top and bottom generates a slightly asymmetric wake. This asymmetry is less important in the case of the longer fuzzes as it is more likely to adapt to the flow due to its lower stiffness.

**High frequency analysis past a fix coated cylinder**

The significant differences on the averaged topology emphasized previously can only be the result of a modified instantaneous flow field. At Reynolds number of a few thousands or less, the vortex shedding is the primary mechanisms of the flow and the main responsible for inducing fluctuating forces on the cylinder. The use of TR-PIV gives access to the vortex shedding frequency and the associated Strouhal number which can be compared to the results summarized by Williamson [9] (figure 6). If we consider the solid diameter, we can see that the add of a fuzzy coating on the cylinder drastically reduces the vortex shedding frequency.

No von Kármán vortex street could be monitored in the wake of the \( F3_{long} \) cylinder. It appears to have a dead water region where the recirculation area could be expected and the vorticity pattern past the cylinder is simi-
lar to Kelvin-Helmholtz instabilities observed in the wake of the reference cylinder at much higher Reynolds number. Otherwise, the coating $F_2$, long or short, shows the best and most constant shedding frequency reduction: -15% to -30% for Reynolds number ranging from 280 to 2000. The $F_{1\text{short}}$ coating seems to have little effects on reducing the shedding frequency. This observation is in agreement with the one made on the average topology, that is: it has very little effect on the flow. However, it appears there is limit of fuzz length to overcome in order to make the $F_1$ coating effective as the $F_{1\text{long}}$ coating does significantly destabilize the wake. There is no longer a single frequency measured but a double frequency, one of which is equivalent to a 55% reduction of the shedding frequency. Yet, if we use the apparent diameter we get a more complex picture. At $Re \sim 340$, the coating $F_{2\text{short}}$ only slightly decreases the associate Strouhal number (-10%). But as the Reynolds number increases, the associate Strouhal number decreases even more, going against the results of Henderson [10] for a smooth cylinder. This tendency is emphasized by $F_{2\text{long}}$. The coating $F_{1\text{short}}$ seems to have no influence on the $St_v$ vs $Re_d$ curve. With longer fuzzes, the tendency could be considered the same if it wasn’t for the double frequency.

**High frequency analysis past an oscillating cylinder**

In order to quantify the effect of the coating layer on the VIV, it is best to have a setting in which the cylinder can react to the forces applied on it by the by-passing flow and the vortex structures. One of the usual setup for investigating the response is to mount the cylinder on a translation device with added springs [7, 11]. Unfortunately, such device does not give information on the rotations, therefore we have opted for the OM1 and OM2 settings.

The previous results have shown that a coating layer had the ability to modify the shedding frequency, its intensity and the location where the accumulated vorticity was separating from the cylinder to form vortices. Therefore it is expectable to observe modified oscillatory response and amplitudes. With an increasing upstream velocity, a smooth cylinder oscillate more rapidly with a linear growth (Fig. 7). A similar result is also observed on the coated cylinders (only the long coatings have been investigated), but with reduced frequencies: up to -50% for the $F_{3\text{long}}$ coating. The least significant results are obtained with $F_{1\text{long}}$. This tendency is in agreement with the $Re$ vs $St$ plot for fixed cylinders (Fig. 6), which is understandable as the alternative formation and drop of vortices is creating oscillating stresses on the cylinder. Surprisingly, the greater the reduction of the oscillating frequency does not necessarily seem to mean the greater the amplitude reduction. The $F_{1\text{long}}$ coating, despite having less impact on the frequency as $F_{2\text{long}}$ coating, reduces the maximum amplitude by nearly twice as much as the later (Tab. 3). It is also important to notice that the $F_{3\text{long}}$ coating nearly stop the oscillation. The flexible coating may be absorbing the fluctuations beside moving the fluctuating kinetic energy away.

To have a better overview of what happens in the wake of the cylinders over time, the evolution of the vorticity along the axis at $x/D = 1$ and $x/D = 2$ can be recorded (Fig. 8). The phenomenon being periodical, a POD analyzes was made [12] and a phase averaging made based on the periodicity of the first eigenvectors [13]. The figure 8 displays the vorticity over one cycle.

The first important observation is that, with such setting (OM2), at $2/3$ of the rotation point, the smooth cylinder present a vortex pattern that could be compared to a double $2T$ mode [6], meaning that over one cycle 12 vortices are dropped in the wake. In comparison, most of the vorticity recorded at $1D$ from the $F_{1\text{long}}$ cylinder stays attached during the entire cycle. The wake past $F_{3\text{long}}$ seems to be erratic with no coherent structures (Fig. 8(d)).

**FIGURE 7: OSCILLATION FREQUENCY VS RE; SETTING OM1.**

**TABLE 3: TENDENCY OF THE MAXIMUM AMPLITUDE OF THE CROSS-FLOW OSCILLATORY MOTION; OM1.**

<table>
<thead>
<tr>
<th>$Re$</th>
<th>$F_{1l}$</th>
<th>$F_{2l}$</th>
<th>$F_{3l}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1700</td>
<td>-70%</td>
<td>-35%</td>
<td>-90%</td>
</tr>
<tr>
<td>2100</td>
<td>-60%</td>
<td>-26%</td>
<td>-82%</td>
</tr>
<tr>
<td>2400</td>
<td>-24%</td>
<td>+30%</td>
<td>-72%</td>
</tr>
</tbody>
</table>
CONCLUSIONS

With more than 5 parameters to play with (\(L_f, d_f, \theta_f, \phi, \) stiffness), the varieties of fuzzy coating are humongous. The aim of this study was not to identify an optimal configuration able to solve all problems linked to the flow past a cylinder, but to investigate whether or not a fuzzy coating was able to significantly alter the wake and the dynamic of a cylinder.

Five different coating configurations have been studied at moderate Reynolds number (280 to 2400) for various setups: with a fixed cylinder or a cylinder with 1 to 5 degrees of freedom; the averaged and instantaneous flow have been investigated. The points of investigation were whether the coatings were able to reduce the fluctuating kinetic energy in the vicinity of the cylinder, reduce the shedding frequencies and in fine reduce the VIV.

A coating with fuzzes too short seems to have little effect on the flow; flexible fuzzes seems to to have a greater interaction with the flow; no tendencies were noticed regarding the packing density. Three of the investigated coatings produced results of interests. However, the use of the apparent diameter as the reference length instead of the solid diameter makes the variations be less significant. The results on the averaged flow tends to demonstrate that the coating does not simply act as a cylinder of greater diameter. However the shedding frequencies, for fixed cylinders, seem to be locked on the apparent diameter meaning it might be wrong to simply consider \(D\) or \(D_a\). The dynamic might be governed by \(D_a\) but not the topology and intensity. This, however, is only true for fixed cylinders. As soon as some degrees of freedom are given to the cylinder, the dynamic parameters of a coated cylinder can not simply be normalized by the apparent diameter in order to have similar values to the reference case.

Quantitatively, the \(F_{1\long}\) coating is able to increase the recirculation area past a fix cylinder by +128\% and in the mean time reduce the maximum of fluctuating kinetic energy by -35\%. This must lead to a reduction of the stresses on the cylinder and may explain why the oscillating frequency and amplitudes are decreased by nearly -10\% and -70\% (at \(Re = 1700\)). The \(F_{2\long}\) coating is able to increase the recirculation area by +110\% and reduce the maximum of fluctuating kinetic energy by -35\% as well. The oscillating frequency is reduced by -23\% for Reynolds ranging from 1700 to 2400 despite the fact that its amplitude is increased by +30\% at \(Re = 2400\). The \(F_{3\long}\) coating is able to increase the recirculation area by over +500\% and dim any fluctuating kinetic energy in the vicinity of the cylinder to a negligible level. However, it does not laminarize the flow but rather damp the fluctua-

FIGURE 8: TEMPORAL EVOLUTION OF THE VORTICITY FOR A COMPLETE PHASE AVERAGED CYCLE ACROSS: THE AXIS X/D = 1 (a-e) AND THE AXIS X/D = 2 (f-j); SETTING OM1, RE = 1700 FOR (a-d,f-i), RE_a = 1700 FOR (e,j).

At 2D from the cylinder, the observation is the same for \(F_{3\long}\); \(F_{2\long}\) and \(F_{1\long}\) have each 2 pairs of contra rotative vortices over one cycle alike a 2P mode. Now however, if we are to consider \(D_a\) as the appropriate parameter for a coated cylinder, the upstream velocity has to be decreased in order to have \(Re_a = 1700\). If doing so, the wake behind \(F_{3\long}\) shows no signs of fluctuations what so ever. There is positive vorticity and negative vorticity attached at each side of the cylinder, which is perfectly still, as if it was a steady wake (Fig. 8(e,j)).
tions. As a result, the oscillating frequency is reduced by up to -50% and the amplitude is lowered by up to -90% (OM1, Re = 1700) or nearly completely depending on the setting (OM2, \( Re_a = 1700 \)).
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ABSTRACT

Fourier and Wavelets transforms are important tools for signal analysis in many engineering applications, including turbulent flows around bluff bodies. In this case, the use of additional tools can improve the analysis of the parameters in the shedding process, including the vortex shedding frequency. In this paper, it is presented the use of the Hilbert-Huang transform, which can be applied to non-stationary and non-linear turbulent signals as an alternative method of data analysis. A comparison with the results from Fourier and Wavelets transforms is made, and the properties and application of each transform are discussed. For this comparison, the three tools are applied to the simple problem of the shedding process in the flow impinging on a cylinder. Results show that the use of Hilbert-Huang Transform can improve the analysis of the problem together with Fourier and wavelet analyses.

Keywords: Hilbert-Huang transform, turbulent flow, shedding process, wavelets, Fourier transform.

NOMENCLATURE

\[ a \] scale wavelet coefficient
\[ b \] position wavelet coefficient
\[ c_n(t) \] n-component of IMF
\[ \text{CWT} \] continuous wavelet transform
\[ D \] diameter – m
\[ \text{DWT} \] discrete wavelet transform
\[ \text{DWPT} \] discrete wavelet packet transform
\[ f \] frequency – Hz
\[ f(t) \] mean frequency of the interval – Hz
\[ E(t) \] energy in time domain
\[ E(\omega) \] energy in frequency domain
\[ F_s \] sampling frequency – Hz
\[ F_p \] pseudo frequency of the wavelet
\[ H[ C_i(t)] \] Hilbert transform of i-component of IMF
\[ H(\omega,t) \] Hilbert spectrum
\[ h(\omega) \] Marginal spectrum

\[ j,J \] scale coefficients of the DWT and DWPT
\[ k \] position coefficient of the DWT and DWPT
\[ m \] modulation parameter of the DWPT
\[ P_\alpha(f) \] Fourier spectrum
\[ P_\alpha(a,b) \] continuous wavelets spectrum
\[ P_\alpha(j,k) \] discrete wavelets spectrum
\[ P_\alpha(\omega,t) \] Hilbert power spectral density
\[ \bar{f}(t) \] n-residue of IMF
\[ S \] Strouhal number (fD/U)
\[ t \] time – s
\[ U \] velocity – m/s
\[ U_a \] approaching velocity – m/s
\[ x(t) \] generic function in time domain
\[ x(f) \] generic function in Fourier domain
\[ \tilde{X}(a,b) \] generic function in wavelet domain (continuous)
\[ \tilde{X}(j,m,k) \] generic function in wavelet domain (discrete, packet)
\[ \tilde{X}(j,k) \] generic function in wavelet domain (discrete)
\[ \psi(t) \] generic wavelet function
\[ \phi(t) \] generic scaling function
\[ \Phi_i(t) \] instantaneous phase – rad
\[ \omega_i(t) \] instantaneous frequency – rad/s

INTRODUCTION

The use of mathematical tools for signal analysis is very common in many fields of engineering, in particular with regard to turbulent flow around bluff bodies in order to investigate the shedding process around these bodies. One of the most important parameters in the analysis of flow in a circular cylinder is the dimensionless frequency associated with vortex shedding, which is the Strouhal number, which depends on the shedding frequency, the cylinder diameter and the velocity of the free stream [1].
In experimental turbulence study, the RMS-values, auto spectral density functions, as well as auto and cross-correlation functions, are used, considering turbulence as a random phenomenon. Currently, this process is studied from the Fourier spectral analysis for stationary flows, and also by the wavelet analysis for non-stationary flows. Usually, random data are discrete time series.

The Fourier spectral analysis is a modification of the Fourier analysis, where it is more suitable for random time functions than for deterministic functions. Let us consider a generic time function $x(t)$ which is represented in Fourier domain by coefficients obtained from inner products of $x(t)$ with the Fourier basis. The auto spectral density function (PSD) of a random time series is the squared Fourier coefficients of that series smoothed over frequency intervals and over an ensemble of estimates [2].

To treat transient time series, the Wavelets analysis is similar to Fourier analysis in that the original function is expanded over an orthogonal basis. The wavelet basis is a set formed by dilatations and translations of a single function called wavelet. While the auto spectral density function or Fourier spectrum gives the energy for each frequency over the entire time domain, the wavelet spectrum provides the energy associated to each time and scale (or frequency). This characteristic of the wavelet transform allows the representation of the distribution of the energy of the transient signal over time-frequency domains [3].

The application of Fourier spectral analysis on stationary time series limits their use, while the use of wavelets analysis on non-stationary series represents a gain in turbulence analysis of this series, but its limitation is associated with the chosen wavelet according to the time series signal.

This work suggests the use of a tool that enables the analysis of non-stationary and non-linear turbulent signals named Hilbert-Huang Transform (HHT) [4], which is composed by Empirical Mode Decomposition (EMD), which is a direct and intuitive method, for the decomposition of the signal, and the Hilbert Spectral Analysis (HSA).

According to [5], the decomposition is based on the simple assumption that all the data consist of different simple intrinsic modes of oscillations, each of these modes of oscillation is called Intrinsic Mode Functions (IMF) and are obtained from the envelopment of the maxima and minima values and the average signal from this envelopment. Repeating this procedure iteratively, the decomposition of the original signal is obtained. The Hilbert transform is used to obtain a continuous spectral distribution of signal energy in the time frequency domain. This spectral analysis is made possible by applying the Hilbert transform to each of the intrinsic mode functions of the original signal.

In [6], a comparison between the wavelet transform and Hilbert-Huang transform to signals from earthquakes is made. The authors show that the Hilbert-Huang transform performs a direct decomposition of the original signal and can show more clearly the intrinsic properties of the original signal.

**BACKGROUND**

The Fourier transform of a discrete time series representing a finite function $x(t)$ enables the study of spectral behavior of the random phenomenon from the series given by

$$\hat{x}(f) = \frac{1}{2\pi} \sum_{t} x(t)e^{-ift} \quad (1)$$

Thus, the Fourier spectrum gives the energy distribution of the signal in the frequency domain evaluated over the entire time interval. The Fourier spectrum is defined as

$$P_{xx}(f) = |\hat{x}(f)|^2 \quad (2)$$

The first attempt to deal with nonstationary processes was the Windowed Fourier Transform. However, due to the aliasing of high and low frequency components that do not fall within the frequency range of the window, the windowed Fourier transform is inaccurate for time-frequency location of transient features.

Wavelet analysis enables the treatment of transient series and it is based on idea of stretching and compressing the window of the windowed Fourier transform, according to the frequencies to be localized, allowing the definition of the scales of interest in time and frequency domains. The bases of wavelet transform are generated through dilatations and translations of a single function wavelet, $ψ(t)$ with finite energy and zero average.

Let be the function $ψ_{a,b}(t)$ the wavelets basis, the continuous wavelet transform (CWT) of a function $x(t)$ is given by:

$$\tilde{X}(a,b) = \int_{-\infty}^{+\infty} x(t) ψ_{a,b}(t)dt \quad a, b \in \mathbb{R} \quad (3)$$

The scale and position parameters $a$ and $b$ are related to the frequency and time of the analyzed function. The wavelet spectrum associated is the matrix of the squared wavelet coefficients, given by,

$$P_{xx}(a,b) = |\tilde{X}(a,b)|^2 \quad (4)$$

The continuous wavelet spectrum gives a general view of the distribution of a signal over time and scale and is able to emphasize the signal singularities. The CWT is very useful to pick out some features of the signal and the discrete wavelet transform (DWT) arises like a sub sampling of the CWT with dyadic scales, with no loss of information. The DWT is given by

$$\tilde{X}(j,k) = \sum_{t} x(t) ψ_{j,k}(t) \quad j, k \in \mathbb{Z} \quad (5)$$
where \((j, k)\) are the dyadic scale and position coefficients.

The number of levels of the transformations which can be calculated is limited by the length of the time series. Unlike the Fourier transform, in the wavelets transform the remaining coefficients are related to the lower frequencies, including the mean value of the signal, and cannot be disregarded. So, the DWT of a series with more than 2\(^l\) elements is computed for \(1 \leq j \leq J\), where \(J\) is a conveniently arbitrary choice, and the remaining information corresponding to mean values for a scale \(J\) is

\[
\tilde{X}(j, k) = \sum_{t} x(t)\phi_{j,k}(t)
\]

where \(\phi(t)\) is the scaling function associated to the wavelet function. Thus, the representation of any discrete time series with a sampling frequency is given by,

\[
x(t) = \sum_{k} \tilde{X}(j, k)\phi_{j,k}(t) + \sum_{j<k} \sum_{k} \tilde{X}(j, k)\psi_{j,k}(t)
\]

where the first term is the approximation of the signal at the scale \(J\), and the inner summation of the second term are details of the signal at the scales \(j (1 \leq j \leq J)\).

The discrete wavelet packed transform (DWPT) is a modification of the algorithm pyramidal where the DWT is computed [7]. Each detail series is wavelet transform in two series, with respectively lower and upper half bandwidth frequency interval. The DWPT basically is a modification of the DWT, in order to obtain the decomposition of the signal in successive intervals of equal bandwidth and is done by

\[
\tilde{X}(j, m, k) = \int_{-\infty}^{+\infty} x(t)\psi_{j,m,k}(t)dt
\]

The Hilbert-Huang Transform (HHT) is applied in the treatment of non-linear and non-stationary signals consisting of the Huang Transform and the Hilbert spectral analysis. The HHT is ruled by the empirical mode decomposition (EMD), known as the Huang Transform. The EMD assumes that any data set consists of different, simple, intrinsic modes of oscillation that need not be sinusoidal. Based on this assumption, each mode of oscillation from high frequency to low frequency is derived in an objective manner from the recorded complex data. We call each of these oscillatory modes an intrinsic mode function (IMF). As discussed in [4], the EMD method is necessary to deal with data from non-stationary and non-linear processes. This new method is intuitive, direct, and adaptive, with an \textit{a posteriori}-defined basis, from the decomposition method, based on and derived from the data. The decomposition is made from the identification of all the local maxima, then connecting all the local maxima by a cubic spline to produce the upper envelop of \(x(t)\), and repeat the procedures for the local minima to produce the lower envelop of \(x(t)\).

All the data should be encompassed by the upper and lower envelopes. Their mean of these envelopes is designated by \(m_{11}(t)\) and the difference between the data \(x(t)\) and \(m_{11}(t)\) provides the first component \(h_1(t)\), i.e.,

\[
h_1(t) = x(t) - m_{11}(t)
\]

Ideally, \(h_1(t)\) should be an IMF, but all the conditions of an IMF should be achieved; the conditions are [5]:

1. In the whole dataset, the number of maxima and minima and the number of zero-crossings must be either equal or differ at most by one, and
2. At any point, the mean value of the envelope defined by the local maxima and the envelope defined by the local minima is zero.

Not satisfied the condition of an IMF, the process is repeated. In the subsequent sifting process, \(h_1(t)\) is treated as the data, then

\[
h_{11}(t) = h_1(t) - m_{11}(t)
\]

where \(m_{11}(t)\) is the mean of the upper and lower envelopes of \(h_1(t)\). Repeating \(k\) times until \(h_{1k}(t)\) to satisfy the conditions of an IMF, we have

\[
h_{1k}(t) = h_{1(k-1)}(t) - m_{1(k-1)}(t).
\]

It is named the first IMF component \(c_1(t)\) from the data, because \(c_1(t) = h_{1k}(t)\). The component \(c_1(t)\) will contain the finest-scale of the highest frequency component of the signal. The residue \(r_1(t)\), given by

\[
r_1(t) = x(t) - c_1(t)
\]

contains longer-period components, is treated as new data and subjected to the same sifting process as described above. This procedure can be repeated to obtain all the subsequent \(r_j(t)\)’s

\[
r_j(t) = r_{j-1}(t) - c_j(t)
\]

The sifting process can be ended on any of the following predetermined criteria: a) either the component \(c_n(t)\) or the residue \(r_n(t)\) becomes so small that it is less than a predetermined value of consequence, or b) the residue \(r_n(t)\) becomes a monotonic function from which no more IMFs can be extracted [5]. The original data can be expressed by the sum of the IMF components plus the final residue, thus we obtain

\[
x(t) = \sum_{j=1}^{n} c_j(t) + r_n(t)
\]
The components of EMD are usually physical meaningful, for the characteristic scale are defined by the physical data.

The HHT is completed by the Hilbert spectral analysis (HSA) which consists in the application of the Hilbert transform on each IMF components obtained. For one IMF $c(t)$ in Eq. (14), we can express the Hilbert transform as

$$H[c(t)] = \frac{1}{\pi} \int_{-\infty}^{\infty} \frac{c(t')}{t'-t} dt'$$  \hspace{1cm} (15)

From this definition, an analytic signal may be given by

$$z(t) = c(t) + jH[c(t)] = a(t)e^{j\Phi(t)}$$ \hspace{1cm} (16)

where

$$a(t) = \sqrt{c^2(t) + H^2[c(t)]}$$  \hspace{1cm} (17)

$$\Phi(t) = \arctan \frac{H[c(t)]}{c(t)}$$ \hspace{1cm} (18)

The instantaneous frequency is obtained from Eq. (18) as

$$\omega_i(t) = \frac{d\Phi(t)}{dt}$$ \hspace{1cm} (19)

After applying the Hilbert transform to each IMF component, the original signal can be expressed as the real part (RP) in the following form [8]:

$$x(t) = \sum_{i=1}^{n} a_i(t)e^{j\Phi_i(t)} = \sum_{i=1}^{n} a_i(t)e^{j\omega_i(t)}dt$$ \hspace{1cm} (20)

At this moment, the residue $r_n(t)$ is left out on purpose, for it is either a monotonic function or a constant. Equation (20) gives both amplitude and frequency of each component as functions of time. This frequency-time distribution of the amplitude is designated as the Hilbert spectrum $H(\omega, t)$:

$$H(\omega, t) = \sum_{i=1}^{n} a_i(t)e^{j\omega_i(t)}dt$$ \hspace{1cm} (21)

Defined the Hilbert spectrum, we can also define the marginal spectrum $h(\omega)$ [5] as

$$h(\omega) = \int_{0}^{T} H(\omega, t)dt$$ \hspace{1cm} (22)

where $T$ is the total data length. The marginal spectrum offers a measure of the total amplitude (or energy) contribution from each frequency value.

We can use the Hilbert spectrum to obtain the local power spectral density, because $H(\omega, t)$ accurately describes the varying rule of signal amplitude according time and frequency, so when energy is taken into account, the local power spectral density is given by [9]

$$P_{xx}(\omega, t) = \frac{|H(\omega, t)|^2}{2}$$ \hspace{1cm} (23)

Based on the temporal-frequency feature of the HHT, the energy of random process or the samples has been localized. The energy is expanded on the plane of time and frequency, as Eq. (23), then, the local power spectral density is got.

The Hilbert energy spectrum is defined by $H^2(\omega, t)$ that describes the energy-frequency-time distribution. Leaving out the residue $r_n(t)$, the HHT of $x(t)$ should be energy conservation, namely, the relation could be obtained:

$$\int_{-\infty}^{\infty} |x(t)|^2 dt = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} H^2(\omega, t)d\omega dt$$ \hspace{1cm} (24)

where $|x(t)|^2$ is the energy density of the signal $x(t)$. Thus, the instantaneous energy $E(t)$ is defined by [4]

$$E(t) = \int_{-\infty}^{\infty} H^2(\omega, t)d\omega$$ \hspace{1cm} (25)

This $E(t)$ provides the energy distribution of the signal in the time domain. In frequency domain is given by [10]

$$E(\omega) = \int_{-\infty}^{\infty} H^2(\omega, t)dt$$ \hspace{1cm} (26)

**EXPERIMENTAL TECHNIQUE**

Velocity measurements were made with DANTEC StreamLine hot wire anemometer in an aerodynamic channel to investigate the flow around a circular cylinder and the shedding process.

The test apparatus, shown on Fig. 1, with 146 mm height and width of 193 mm. Air, at room temperature, is the working fluid, driven by a centrifugal fan of 0,75 kW, passed by a diffuser and a set of honeycombs and screens, which reduce the turbulence intensity in the channel to about 1%. A frequency inverter controls the fan speed, where the flow velocity in the aerodynamic channel can be varied from 0 to 15 m/s. To measure the velocity reference a Pitot tube fixed before to the test section is used. The cylinder has a diameter of 32 mm and is rigidly mounted in vertical position inside the channel. The cylinder blockage ratio is 16.5% and the incidence angle of the flow on the cylinder is 90°. No attempt for correction of the effects of this blockage ratio was made. The experiment was performed with a Reynolds number Re = 2.9941 x 10^4.

For the measurement of velocity and velocity fluctuations, a single hot wire probe was placed at the wake region in a location 20 mm downstream of the cylinder.
Data acquisition was performed with a 16-bit A/D-board (NATIONAL INSTRUMENTS 9215-A) with USB interface, with a sampling frequency of 3000 Hz and a low pass filter at 1000 Hz. With the purpose of comparing Fourier, Wavelet and HHT, the data set was acquired in steady state flows at same velocity value. Computation of the Fourier transform, wavelet transform and HHT were performed using the MatLab® software. The experimental data were analyzed by statistical, spectral, wavelet tools, where the time-frequency domain analysis of experimental signals by wavelets is compared with HHT results, which allows the detection of non-linear flow structures.

RESULTS

Figure 2 shows the signal obtained from the measurement with a single hot-wire. FFT of this signal gives the power spectral density in Fig. 3, where three peaks in the spectrum can be observed, the fundamental frequency of 105.5 Hz and two harmonics at 211 Hz and 316 Hz. The presence of the harmonics is inherent of the vortex shedding spectrum. The occurrence of a second peak (and, in this case, a third one) is an inherent feature of separated flows. According to nonlinear hydrodynamic stability theory and experimental findings, higher harmonics are generated when the amplitude of the fundamental component exceeds about 4% of the mean flow [11].

The Strouhal number corresponding to the fundamental frequency is 0.22, which is in accordance with the classic literature [1], considering the high blockage ratio in this study.

In the wavelet spectral analysis, Fig. 4a, the concentration of energy is observed only around the fundamental frequency, without a constant value along time. This slight oscillation around the shedding frequency is not depicted in the power spectral density, since it is averaged over the entire time interval. The presence of the first harmonic, however, is barely identified in the wavelet spectrum. Figure 4b shows the reconstruction of the original signal by means of the Discrete Wavelet Transform. To the higher velocity values correspond the higher energy values in Fig. 4a, characterized by the clearest zones in time frequency representation.

From the original data signal, Fig. 2, was made the decomposition using the EMD algorithm of HHT, and eighteen IMFs are obtained, Fig. 5. Each component corresponds to a different oscillation mode with different amplitude and frequency content. The first IMF components have the highest-frequency, and the frequency content decrease with the increase IMF component. This frequency range is very useful to analyze any-frequency oscillation and it is used in HSA to obtain the instantaneous frequency.

The Fast Fourier Transform was performed for the first four IMF in Fig. 6 in order to determine the frequency of each IMF decomposition, from the highest to the lowest frequencies. The results show that those four IMFs have the principal contents of process shedding: the fourth IMF has the shedding frequency while the third contains the shedding frequency and the two harmonics. The first two decompositions present frequencies with a wide distribution and lower energy compared to the third and the fourth. The rest of the IMF components, from 5th to 18th, only have some lower frequencies and residues of the signal, not providing relevant information of the studied Phenomenon in particular.
Figure 3: Power spectral density of the hot wire signal acquired at the wake of the cylinder.

From the decomposition of the signal using the Empirical Mode Decomposition by means of the Hilbert spectral analysis is shown on Fig. 7, and it can leads to a better visualization of the fundamental frequency and its one subsequent harmonics, with respect to the wavelet analysis. On the Fourier spectrum, Fig. 3, three peaks in the spectrum can be observed, the fundamental frequency and two harmonics. In the wavelet spectral analysis, Fig. 5 (a), the concentration of energy is observed only around the fundamental frequency, while in the HSA it is distributed around the three frequencies, which are those observed in Fourier spectrum.

Figure 4: (a) Continuous wavelet spectrum of the hot wire signal at wake of the cylinder, (b) Reconstruction of the signal by discrete wavelet transform.

Figure 5: All $c_n$ IMFs of velocity data signal.
Figure 6: Fast Fourier Transform of 1st, 2nd, 3rd and 4th IMF components.

The Hilbert transform of second IMF (H(IMF2)) shows a scattered frequency distribution around 450 Hz, which is not observed in Fourier spectrum. This is associated to contents of second IMF, which has possibly a reminiscent noise of the original signal, which contaminates the frequency distribution, as seen also in FFT of IMF 2 in Fig. 6.

The Hilbert spectrum of first IMF shows the same features, but more scattered than in relation to H(IMF2) and this is in accordance with the FFT of IMF 1 on Fig. 6. In the other spectra, the distribution around the fundamental frequency, on Hilbert spectrum of 4th IMF (H(IMF4)) and these frequency and its harmonics on Hilbert spectrum of 3rd IMF (H(IMF3)) is observed. This one contains the three peaks observed in Fourier spectrum. Therefore, in the studied problem, the 3rd and 4th IMFs become the most important IMFs obtained since they carry the shedding process information.

That feature is only seen in HSA due to the presence of instant frequency obtained from application of Hilbert transform in each IMF with its respective frequency. Through the decomposition of the signal in IMFs the information is carried to the HSA time scale, providing a view of the vortex shedding frequency distribution and some harmonics, which represents an improvement in the signal analysis by HHT compared with wavelets. Furthermore, the distribution of the energy signal resultant of the Hilbert spectra obtained can also become more effective and detailed than the wavelet analysis, in this first study.

CONCLUSIONS

The Empirical Mode Decomposition from Hilbert-Huang transform leads to Intrinsic Mode Functions of the signal which reveals the features of oscillations of the data series, leading to obtain the instantaneous frequency from the Hilbert transform in each IMF. This method can be more effective than wavelets, which depends on the wavelet mother to be applied on the signal, which has to be chosen by trial and error, according to the features of the signal analyzed. Since HHT is directly decomposed from original data, the intrinsic physical characteristics are shown clearly by each IMF and its application is simpler than wavelets. Both wavelets and HHT can reveal the main characteristics of signal.

The gain in use of HHT in respect to Fourier analysis is in the fact that HHT, like wavelets, can be applied to non-stationary signals, simply yet to verify its behavior on PSD or Fourier spectrum. In this work the comparison with Fourier spectrum leads us to analyses the frequencies obtained from the Hilbert spectrum and its possibility to compare the shedding frequency and its harmonics with the frequency distribution on Hilbert spectrum. Nevertheless, FFT had still to be used to identify the fundamental modes of the studied signal.

Therefore, the employed methods (Fourier, Wavelets and HHT) are complementary in interpreting the resulting data. In the case of use of FFT in some IMFs, this feature is very important in the methodology of a study since the conditions of applicability are satisfied.

In general, the analysis of the shedding process becomes more comprehensive with the aid of the Hilbert-Huang Transform to wavelet and Fourier transforms. HHT is a new technique and it can be a useful tool for the treatment of signals from turbulent flow studies.
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ABSTRACT
We pose a quadratic eigenvalue problem (QEP) in order to study the dynamics of flexible cylinders in cross-flow. A structural model based on Euler-Bernoulli equation is used together with a fluid loading model yielding to a quadratic eigenvalue problem. The problem includes a form of damping dependent not only on the structural damping itself which is in advance know to be of very small effect in this type of problems, but also on the free stream velocity and the fluid force coefficients. The fluid force model is inspired by that used by Zhou et al. in [1]. We have validated the computations given by our QEP code, against a well known experimental set of data obtained back in 2003 by Chaplin et al. [2], in which a flexible circular cylinder model was used to model the dynamics of a long flexible cylinder undergoing multimode vortex-induced vibrations (VIV). QEP computed results are in very good agreement with the experimental ones. The code allows us to conclude the effect of the flow (force coefficients and current) showing for example that the inclusion of a mean lift coefficient in the eigenvalue problem, produce no variation in its result.

INTRODUCTION
Long flexible circular cylinders are often used as an idealisation of complex offshore structures such as marine cables, pipes, risers, tendons and catenaries. For the oil and gas industry, is of extreme interest to predict the dynamics of offshore structures, as they are essential in their exploration activities. Other offshore industries that need moorings or tendons to gain stability in their structures, need better design tools. An example of this relatively new applications can be found in the offshore wind turbines, which are considering the use of tendons, mooring lines, and other flexible systems in order to fix their floaters to the sea bed in relatively deep waters.

One of the main problems that arises when dealing with the design of such offshore systems is vortex-induced vibrations (VIV). They are the consequence of a very complex physics phenomena of interaction between the elasticity of the structure and the separated flow around it, in the presence of ocean currents. VIV leads to undesired structural motions and fatigue which can be dramatic in the harsh ocean environment. Excellent reviews on the topic of VIV can be found in [3–6] and [7]. VIV studies of long flexible cylinders are more scarce than rigid flexibly mounted ones, because the topic is intrinsically very challenging [8] and the simplification of the rigid cylinder section is often used. Numerically, the problem has been treated by many researchers such as in [9–13] and [14] just to mention some.

The aim of this work is the implementation of a quadratic eigenvalue solver that will be used to calculate the natural frequencies of flexible cylinders, taking into account a relatively complex description of the hydrodynamic loads. Natural frequencies can be obtained in many ways, and in fact there are simpler and easier ways to the one proposed here, still producing very good results when compared to experimental cases [2,15], but this one, specifically allows to study the influence of several important flow parameters on the natural frequencies. With it, we can study the influence of drag and lift coefficients in the dynamics of the cylinder. A structural model based on Euler-Bernoulli beam equation for both the parallel and the transverse to the flow motions, is coupled thorough a hydrodynamic loading model in this case. For the
sake of completeness, the model also considers the presence of a tension applied at the top of the cylinder, which is a normal situation in offshore structures such as riser pipes or tendons. The code is validated with experiments performed by [2]. This method allows the simulation of more complicated situations such as the introduction in pipes or tendons. The code is validated with experiments.

1 Governing equations

1.1 Structural model

We use a Cartesian reference with its origin at the bottom of the cylinder in which x axis is parallel to the flow velocity, y is transverse and z coincides with the vertical axis of the riser in its undeflected configuration. \( u(z,t) \) and \( v(z,t) \) are defined as the time variant in-line and cross-flow motions respectively. With these set of displacements, a point in the centreline of the beam can be spatially described. The states of bending are described by displacements and rotations around the two axes contained in the plane perpendicular to the beam axis. Geometric non-linearities are important when large deflections occur, introducing extra terms in the stress equations due to the effect of moments coming from the misalignment of the forces. When the first derivative in space of the transverse motions is small (\( \frac{\partial u}{\partial z} \approx 0 \) and \( \frac{\partial v}{\partial z} \approx 0 \), as in the cases modeled here, the non-linear terms in the stress equations disappear and both transverse and axial motions become uncoupled, [16]. Therefore, in problems involving small displacements, the motions in the the planes \( xz \) and \( yz \) can be treated independently.

With these conditions, the transverse motion of the cylinder using the Euler-Bernoulli or classical theory for beams, assumes: Planar surfaces orthogonal to the axis of the beam, remain planar and orthogonal to the axis after the deformation and therefore transverse shear is neglected; all the forces acting on the beam can be expressed by means of vectors parallel to the x or y axis (except the axial forces in our case of study); the transverse section of the beam is symmetric with respect to plane \( xz \) or \( yz \). Therefore, the transverse deformation of a generic beam can be described with a fourth order differential equation which can be derived by applying force and momentum equilibrium to an infinitesimal section of the beam. The formulation works for any of the two transverse directions \( x \) or \( y \) with displacements \( u \) and \( v \) respectively.

\[
EI \frac{d^4 u(z,t)}{dz^4} - \frac{\partial}{\partial z} \left( T(z) \frac{\partial u(z,t)}{\partial z} \right) + c \frac{\partial u(z,t)}{\partial t} + m(z) \frac{\partial^2 u(z,t)}{\partial t^2} = f(z,t) \quad (1)
\]

In the above equation \( E \) is Young’s modulus, \( I \) is the cross-sectional inertia, \( c \) is the structural damping coefficient, \( m \) is the mass per unit length of the cylinder and \( f(z,t) \) is the hydrodynamic forcing applied to the cylinder. If the section is uniform along the length of the cylinder, \( I \) can be considered constant and equal in both planes.

The mass of the cylinder is \( \frac{m(z) = (c_m + 1) \rho_o A}{m(z) = (c_m + 1) \rho_o A} \) where \( \rho_o \) is the material density, \( A \) is the cross-section of the cylinder and \( c_m \) is the added mass coefficient. The tension \( T(z) \) is expressed as

\[
T(z) = T_t - w_s(L - z) \quad (2)
\]

with \( T_t \) being the tension applied at the top of the riser, \( L \) the length of the riser and \( w_s \) the submerged weight per unit length. Equation (2) considers the effect of buoyancy on the riser because the submerged weight is used. In our case of study we will consider that our cylinder is pin-jointed at both ends and hence the boundary conditions for any of the two displacements \( u \) or \( v \) in the above differential equation are,

\[
u(0, t) = 0, u(L, t) = 0 \quad \forall t
\]

\[
\frac{\partial^2 u(0,t)}{\partial z^2} = 0, \quad \frac{\partial^2 u(L,t)}{\partial z^2} = 0 \quad \forall t \quad (3)
\]

1.2 Fluid forcing model

In order to model the hydrodynamic loading on the cylinder \( f(z,t) \), we will use:

\[
f_x = \frac{1}{2} \rho UD \left[ C_d \left( U_t - \frac{U_r \partial u}{\partial t} \right) + C_l \frac{U_r \partial v}{\partial t} \right] + \frac{1}{2} \rho U^2 D C_d' \sin(\omega t) \quad (4)
\]

\[
f_y = \frac{1}{2} \rho UD \left[ C_l \left( U_t - \frac{U_r \partial u}{\partial t} \right) - C_d \frac{U_r \partial v}{\partial t} \right] + \frac{1}{2} \rho U^2 D C_l' \sin(\omega t) \quad (5)
\]
where \( \rho \) is the fluid density, \( U \) is the free stream flow speed, \( D \) is the cylinder external diameter, \( C_d \) is the drag coefficient, \( C_l \) is the lift coefficient, \( U_r \) is the relative velocity between the cylinder and the fluid and \( \omega_y \) and \( \omega_z \) are the in-line and cross-flow fluid excitation frequencies, respectively. The hydrodynamic loading can be in general considered to be composed of three terms as in here: time-mean, periodical and random. The random part is neglected in this work as it is understood that the main fluid excitation comes from vortex shedding. The first term in equations (4) and (5) are for the time-mean forces whilst the second term accounts for the time periodic term.

### 1.3 The resulting fluid-structural system

Substituting equations (4) and (5) into equation (1), yields the following coupled partial differential equations.

\[
EI \frac{d^4 u(z,t)}{dz^4} - \frac{\partial}{\partial z} \left( T(z) \frac{\partial u(z,t)}{\partial z} \right) + c_{xx} \frac{\partial u(z,t)}{\partial t} + c_{xv} \frac{\partial v(z,t)}{\partial t} + m(z) \frac{\partial^2 u(z,t)}{dt^2} = 0
\]

Equations (6) and (7) in [1] study are uncoupled and linear because they consider always \( C_l \) to be zero, therefore the damping matrix represented by the equation (8) is diagonal \( (c_{xy} = c_{yx} = 0) \) and the two equations of the system can be solved independently.

In Section 3, we compare the results of applying this derivation to the experimental results found in [2], obtained with a low mass-damping cylinder with high aspect ratio. In these experiments, relatively large amplitude of vibrations were observed with cylinder motion velocities of the order of the free stream velocity. All this makes the assumptions made in [1] not valid anymore. A better assumption for these cases is to consider \( U \approx \frac{\partial u}{\partial z} \) or \( \frac{\partial v}{\partial t} \), which yields to \( U_r = \frac{2U}{D} \). We are also considering the applied tension and its variation along the axis of the cylinder, moreover the boundary conditions considered are those of pin-ended beams as in equations 3. The system ends up non-linear because of a term \( \left( \frac{\partial v(z,t)}{dz} \right)^2 \) that appears in the system of equations. We linearize the equations using \( \left( \frac{\partial v(z,t)}{dz} \right)^2 \approx U \left( \frac{\partial u(z,t)}{dz} \right) \), and our damping coefficients become:

\[
\begin{bmatrix}
c_{xx} & c_{xy} \\
c_{yx} & c_{yy}
\end{bmatrix} = \begin{bmatrix} c & 0 \\ 0 & c
\end{bmatrix} + \rho UD \begin{bmatrix} C_d & -C_l/2 \\ -C_l & C_d/2
\end{bmatrix}
\]

(8)

Moreover, in Section 3 we consider not only cases with \( C_l = 0 \) (uncoupled system) but also cases with \( C_l \neq 0 \) (coupled system), in order to see what is the effect of \( C_l \) on the natural frequencies of the system. In the following section we derive the quadratic eigenvalue problem that arises from this fluid-structural system, and we solve it using the finite element method.

### 2 The quadratic eigenvalue problem using the finite element method

We pose the quadratic eigenvalue problem (QEP) that allows the study of the natural frequencies of flexible cylinders in cross-flow, even for cases with interference,
when $C_l \neq 0$. Assuming that the general solution of the equations (6) and (7) is given by:

$$u(z, t) = \hat{u}(z)e^{\lambda t}$$
$$v(z, t) = \hat{v}(z)e^{\lambda t}$$

(10)

where $\hat{u}(z)$ and $\hat{v}(z)$ are the amplitude functions that only depend on $z$ and $\lambda$ is a complex coefficient. When the ansatz represented by the equations (10) is substituted in equations (6) and (7), the following QEP can be deduced in the homogeneous case:

$$\left(\lambda^2K + \lambda C + M\right)\phi = 0$$

(11)

where $\lambda$ is the set of eigenvalues and $\phi = (\hat{u}, \hat{u})^T$ are the eigenvectors or eigenmodes. The physical meaning of the real part of the complex eigenvalue $\lambda$ is the damping or growth rate of the mode, and the imaginary part is related with the frequency $f$ of the mode by the equation $Im(\lambda) = 2\pi f$.

The solution of a QEP consists on finding scalars $\lambda \in \mathbb{C}$ and nonzero vectors $\phi \in \mathbb{C}^n$, given $n \times n$ matrices $M$, $K$ and $C$ respectively) are used, their solution leads to the natural frequencies of the systems. A complete survey on QEP problems appear in [17]. Here, we solve the QEP derived form equations (6) and (7), where the operators are discretized using the finite element method (FEM) to obtain the matrices.

3 RESULTS

Here, we compute the natural frequencies for several cases of study, inspired by the experiments described in [2, 15]. We compare our numerical results with the dominant frequencies found in the experiments, in cases in which there was a current producing multi-mode VIV on the cylinder. For all these cases, the assumption is that the mean value of $C_l=0$, because the experiments were conducted with a single isolated cylinder, without any perturbation in the incoming flow.

Afterwards, we also compute situations with $C_l \neq 0$ as it would happen in conditions with wake interference in which the cylinder would see perturbed incoming flow being shed from another bluff body. Unfortunately, to the knowledge of the authors, there are not experimental results showing measured mean $C_l$ in cases with self-exited multi-mode flexible cylinders in cross-flow, having wake interference (tandem, staggered or side-by-side), and therefore comparisons of the numerical results cannot be done. Recent results can be found in [18–20], but those are for low mode number. Finally, we compute as an example of the possibilities offered by the method, several natural frequency plots for a specific experimental cases obtained by varying $U$, $C_d$ and $c$.

The main parameters of the cylinder model used in that experiments appear in table 1. The experiment layout can be seen in figure 1.
TABLE 1: MAIN PARAMETERS OF THE EXPERIMENT by [2].

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>External diameter</td>
<td>D m</td>
</tr>
<tr>
<td>Length</td>
<td>L m</td>
</tr>
<tr>
<td>Submerged Length</td>
<td>L_s m</td>
</tr>
<tr>
<td>Flexural Stiffness</td>
<td>EI Nm^2</td>
</tr>
<tr>
<td>Free stream flow speeds</td>
<td>U m/s</td>
</tr>
<tr>
<td>Mass including water</td>
<td>m_w kg/m</td>
</tr>
<tr>
<td>Mass including added mass</td>
<td>m_a kg/m</td>
</tr>
<tr>
<td>Submerged weight</td>
<td>w_s N/m</td>
</tr>
<tr>
<td>Structural damping coefficient</td>
<td>c Ns/m</td>
</tr>
</tbody>
</table>

3.1 Effect of the current on the natural frequencies

Several experimental cases have been analyzed, for which the structural response, the top tension, the drag and the current were measured. The dominant modes and frequencies in the in-line and transverse directions were also obtained from the experiments by means of Fourier and modal analysis of the structural data [2, 15]. The cross-flow f_y and in-line f_x dominant responding frequencies from the experiments in [2], appear in table 2, besides the results computed with the QEP code described in this manuscript. A summary of all the results is presented in Figure 2, where the values from table 2 appear one against each other. The solid line indicates the place where all the points should fall if the numerical and experimental frequencies would be exactly the same. In general the results are in good agreement, meaning that the QEP is able to capture the modal characteristics of the cylinder model during the experiments.

3.2 Effect of a perturbation in the incoming flow leading to a C_l ≠ 0

The last set of computations is for the case of a non zero a lift coefficient. In this section there is no data to compare the results with, because to the knowledge of the authors, there are no experiments showing the dynamic response of a flexible cylinder with wake interference at modes higher than the second. We have used the same cases as in table 2, but we have introduced a C_l ≠ 0 for each case. The results given by the code are clear in the sense that no modifications in the natural frequencies of the cylinder have been observed when compared to the cases with C_l =0. Differences only appear in the 5th representative digit. Physically, this means that any variation made respect to the case of an isolated single cylinder that introduces a C_l ≠ 0, produces no variations in the natural frequencies of the system. According to this observation, a cylinder immersed in the wake of a bluff body, seeing a non zero mean lift steady incoming flow, would see no variation in its natural frequencies respect to the case of being isolated. Obviously, that does not mean that the dynamic response of a cylinder immersed in the wake of a bluff body will be the same as in the case of being isolated, it refers to its natural frequencies.

TABLE 2: NATURAL FREQUENCIES f_y and f_x IN Hz FOR DOMINANT MODES OF VIBRATION FOR THE EXPERIMENTS CINDUCTED IN [2] FOR CASES WITH CURRENT (U ≠ 0). QEP COMPUTED FREQUENCIES APPEAR BESIDES THE EXPERIMENTAL ONES.

<table>
<thead>
<tr>
<th>T_t (N)</th>
<th>U (m/s)</th>
<th>C_d</th>
<th>f_y(Hz)</th>
<th>f_x(Hz)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>exp.</td>
<td>QEP</td>
<td>exp.</td>
<td>QEP</td>
</tr>
<tr>
<td>416</td>
<td>0.207</td>
<td>2.68</td>
<td>1.325</td>
<td>1.357</td>
</tr>
<tr>
<td>518</td>
<td>0.403</td>
<td>1.50</td>
<td>2.676</td>
<td>2.641</td>
</tr>
<tr>
<td>685</td>
<td>0.602</td>
<td>1.48</td>
<td>3.876</td>
<td>3.707</td>
</tr>
<tr>
<td>743</td>
<td>0.648</td>
<td>2.24</td>
<td>4.074</td>
<td>3.857</td>
</tr>
<tr>
<td>755</td>
<td>0.700</td>
<td>2.13</td>
<td>4.526</td>
<td>4.631</td>
</tr>
<tr>
<td>1190</td>
<td>0.311</td>
<td>1.15</td>
<td>1.668</td>
<td>1.601</td>
</tr>
<tr>
<td>1199</td>
<td>0.412</td>
<td>1.81</td>
<td>2.568</td>
<td>2.426</td>
</tr>
<tr>
<td>1230</td>
<td>0.512</td>
<td>1.95</td>
<td>3.081</td>
<td>3.293</td>
</tr>
<tr>
<td>1273</td>
<td>0.612</td>
<td>2.19</td>
<td>3.601</td>
<td>3.333</td>
</tr>
<tr>
<td>1435</td>
<td>0.794</td>
<td>2.27</td>
<td>4.403</td>
<td>4.435</td>
</tr>
</tbody>
</table>

4 Conclusions

A QEP solver has been developed which is able to cope with the problem of finding the natural frequencies of long flexible cylinders in cross-flow, including the effect of the currents. The code can be used to study the dynamics of slender structures surrounded by a fluid or immersed in currents. It allows to input as a parameters not only the mechanical characteristics of the cylinder
and the applied tension, which can be variable along the length of the cylinder, but also the free stream velocity, the expected mean drag and lift coefficients.

The code is also able to produce results which are in close agreement with previous experiments. It allows an important observation related to the effect of a non zero mean lift coefficient on the dynamics of a long flexible cylinder. This observation is of especial interest for situations in which a flexible cylinder is immersed in the wake of another bluff body, and hence affected by an incoming flow characterised by a $C_l \neq 0$. It is remarkable, that a non zero lift coefficient has practically no effect on the natural frequencies of the system, if a model such as the one in equations 4 and 5 is used.
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ABSTRACT
The contribution deals with numerical simulations of the interaction of two-dimensional (2D) incompressible viscous flow and a vibrating airfoil NACA 0012. The flexibly supported airfoil with three degrees of freedom (3-DOF) is performing rotation around the elastic axis, oscillations in the vertical direction and rotation of the aileron around the axis. The finite element (FE) solution of the Navier-Stokes equations is strongly coupled with a system of nonlinear ordinary differential equations describing the airfoil motion with large amplitudes. The time-dependent computational domain and a moving grid are treated by the Arbitrary Lagrangian-Eulerian (ALE) method. The developed method is used in the theoretical prediction of the aerodynamic damping, limit cycle oscillations (LCO) and the flutter instability of the airfoil, especially concerning the effects of the geometry and the size of the gap between the main lifting surface and the aileron.

NOMENCLATURE
\[ \mathbf{u}(x,t) = (u_x, u_z) \] fluid flow velocity,
\[ U_\infty \] far-field flow velocity,
\[ P(x,t), p(x,t) = P/\rho \] pressure, kinematic pressure,
\[ \rho, \nu \] fluid density, kinematic viscosity,
\[ t, \tau \] time, time step,
\[ h_x \] airfoil vertical displacement,
\[ \alpha, \beta \] airfoil and aileron rotation angles,
\[ c, l \] airfoil chord and depth of the segment,
\[ m \] airfoil mass,
\[ S_\alpha, I_\alpha \] airfoil static and inertia moments,
\[ S_\beta, I_\beta \] aileron static and inertia moments,
\[ k_{\alpha\alpha}, k_{\beta\beta} \] stiffness constants of the springs,
\[ D_{\alpha\alpha}, D_{\beta\beta}, D_{\beta\beta} \] structural damping coefficients,
\[ L_2, M_\alpha, M_\beta \] lift force and torsional moments.

INTRODUCTION
The aeroelasticity problems of 3-DOF airfoils are usually associated with suppressing the vibration level in the subcritical flight speed range, increasing the flutter speed, and converting the unstable LCO to a stable one by a feedback mechanism and flow control. A review of available control techniques related to time-dependent arbitrary motions of 2-DOF and 3-DOF airfoils featuring plunging-pitching and plunging-pitching-aileron deflection was published in [1]. The study [2] deals with the aeroelastic response and control of a 3-DOF flapped-wing system in an incompressible flow and exposed to external pressure pulse. The goal was to suppress the flutter instability. The vibration amplitudes were assumed small.

The aerodynamic forces for motions of an airfoil with 3-DOF subjected to a 2D incompressible flow were presented in [3]. Based on the Theodorsen's theory the equations of motion with piecewise linear characteristic for the airfoil with free play nonlinearity were established and the characteristics of LCO were predicted by numerical simulation. Analytical analysis and numerical simulations of the aeroelastic response of 3-DOF airfoil-flap system subjected to time-dependent loads in an incompressible flow were addressed in [4]. The paper is focused on feedback control methodology in order to suppress the flutter instability. The aerodynamic forces are derived from the Theodorsen's equations using Wagner's function. Flutter boundaries and LCO of 3-DOF aerofoil with structural stiffness nonlinearities in 2D compressible flow were studied in [5] by using the finite volume...
solution of the Euler equations. Recently, the effects of a harmonically deflected trailing-edge flap on the dynamic load of an oscillating NACA 0015 airfoil were investigated experimentally [6] presuming applications in dynamic-stall flow control of rotor blades.

Some more studies on numerical modelling of the post-flutter behaviour of airfoils in laminar 2D incompressible flow were overviewed in the authors’ preceding study [7], where a sufficiently accurate and robust FE method allowing the numerical simulation of large amplitude flow-induced vibrations of a 3-DOF airfoil was developed. The method was tested in good agreement with the available MSC.NASTRAN results by computing the critical flutter velocity and the flutter frequency.

In the present paper we are concerned with a numerical simulation of 2D viscous incompressible flow past a moving airfoil, which is considered as a solid flexibly supported body with three degrees of freedom, allowing its vertical and torsional oscillations and the rotation of an aileron. The formerly developed method [7] is used here for the theoretical prediction of dynamic behavior of the 3 DOF airfoil, especially concerning the effects of the geometry and the size of the gap between the main lifting surface and the aileron. The development of the vibration amplitudes is simulated in time domain in dependence on the various gaps and the far-field airflow velocities, from the lower airflow velocities up to the flutter and post-flutter regimes, when the aileron rotation reached up to about 50 degrees. Such large vibration amplitudes are respected by a structural nonlinear mass matrix.

GOVERNING EQUATIONS

The motion of the airfoil is described by functions \(a(t), \beta(t)\) and \(h(t)\), representing the rotation of the airfoil around an elastic axis \(EA\), the rotation of the aileron around an axis \(EF\) and the vertical displacement of the whole airfoil, respectively, as shown in Figure 1.

![FIGURE 1: SCHEME OF THE 3-DOF AIRFOIL.](image)

The nonlinear equations of the motion describing the vibrations with large amplitudes of the airfoil given by the functions \(a, \beta\) and \(h\) read

\[
\begin{align*}
m\ddot{h} + & \left( S_\alpha - S_\beta \right) \cos \alpha + S_\gamma \cos (\alpha + \beta) \right] \ddot{a} \\
+ & S_\gamma \beta \cos (\alpha + \beta) - \left( S_\alpha - S_\beta \right) \dot{\alpha}^2 \sin \alpha \\
- & S_\gamma \left( \alpha + \beta \right)^2 \sin (\alpha + \beta) + D_{au} \dot{h} + k_{au} h = L_z, \\
\left[ \left( I_\alpha - \alpha \cos S_\beta \cos (\alpha + \beta) \right] \dot{h} \\
+ & \left[ I_\beta + d_{pp} S_\rho \cos \beta \right] \ddot{\beta} - d_{pp} S_\rho \beta^2 \sin \beta \\
- & 2d_{pp} S_\rho \dot{\beta} \sin \beta + D_{au} \dot{a} + k_{au} \alpha = M_a, \\
S_\beta \cos (\alpha + \beta) \dot{h} + & \left[ I_\beta + d_{pp} S_\rho \cos \beta \right] \ddot{\beta} \\
+ & I_\beta \dot{\beta} + d_{pp} S_\rho \beta^2 \sin \beta + D_{pp} \dot{\beta} + k_{pp} \beta = M_\beta.
\end{align*}
\]

For the derivation, see [8]. The symbol \(L_z\) denotes the lift, i.e. the component of the force acting on the whole airfoil in the vertical direction, \(M_a\) is the torsional moment of the force acting on the whole airfoil with respect to the axis \(EA\), \(M_\beta\) is the torsional moment of the force acting on the aileron with respect to the axis \(EF\), \(D_{kh}, D_{do}, D_{pp}\) are the coefficients of a structural damping, \(S_\alpha, I_\alpha\) and \(m\) denote the static moment of the whole airfoil around the elastic axis \(EA\), the moment of inertia of the whole airfoil around the elastic axis \(EA\) and the mass of the whole profile, respectively. The coefficient \(S_\beta\) is the static moment of the aileron around the axis \(EF\) and \(I_\beta\) is the moment of inertia of the aileron around the axis \(EF\). Constants \(k_{kh}, k_{do}, k_{pp}\) denote the spring stiffnesses of the flexible support of the airfoil and \(d_{pp}\) is the distance between the elastic axis \(EA\) and the aileron axis \(EF\).

The unsteady 2D viscous incompressible flow is characterized by the velocity \(u(x,t)\) and the kinematic pressure \(p(x,t)\) for \(x \in \Omega_t\), where \(\Omega_t\) denotes the computational domain occupied by the fluid at time \(t \in [0, T]\).

The quantities \(u\) and \(p\) satisfy the Navier-Stokes equations and the continuity equation

\[
\begin{align*}
\frac{\partial u}{\partial t} + (u \cdot \nabla) u - \nu \Delta u + \nabla p &= 0, \\
\nabla \cdot u &= 0 \quad \text{in} \quad \Omega_t, \quad t \in (0,T).
\end{align*}
\]

By \(\overline{\Omega_t}\) and \(\partial \Omega_t\) we denote the closure and the boundary of the domain \(\Omega_t\). We assume that \(\partial \Omega_t = \Gamma_D \cup \Gamma_O \cup \Gamma_W\), where the sets \(\Gamma_D, \Gamma_O\) and \(\Gamma_W\) are mutually disjoint and boundary conditions of different types are prescribed there. The part \(\Gamma_D\) represents the inlet, where the fluid flows into the domain \(\Omega_t\), \(\Gamma_O\) denotes the outlet, where the fluid leaves \(\Omega_t\), and \(\Gamma_W\) is the moving airfoil boundary at time \(t\). It consists of two parts - profile \(P\) and aileron \(F\); \(\Gamma_W = P \cup F\). We assume that \(\Gamma_D\) and \(\Gamma_O\) are independent of time in contrast to \(\Gamma_W\). The shape of the domain \(\Omega_t\) depends on the functions \(a(t), \beta(t)\) and \(h(t)\).
The interaction between the flow and the airfoil is given by the force component $L_2$ and the moments $M_x$ and $M_y$ defined by

$$L_2 = -\rho \int_{\Gamma} \sum_{i,j=1}^{2} T_{ij} n_i ds,$$

$$M_x = -\rho \int_{\Gamma} \sum_{i,j=1}^{2} T_{ij} n_j (-1)^{j} (x_{i+n_i} - x_{i+n_i}) ds,$$

$$M_y = -\rho \int_{\Gamma} \sum_{i,j=1}^{2} T_{ij} n_j (-1)^{j} (x_{i+n_i} - x_{i+n_i}) ds,$$  \hspace{1cm} (3)

where $l$ is the length of the considered segment of the airfoil, $n = (n_1, n_2)$ is the outer unit normal to $\partial \Omega$, $\delta$ is the Kronecker symbol ($\delta_{ij} = 1$ for $i = j$ and $\delta_{ij} = 0$ for $i \neq j$), and are the coordinates of the point on the outlet part of the elastic axis EA and $x_{EF}$, $i = 1, 2$, are the coordinates of the current location of the aileron elastic axis EF. The stress tensor is computed from the flow velocity and the pressure by the relation

$$\tau = -p\delta + \nabla \frac{\partial u}{\partial n} + \nabla \frac{\partial u}{\partial n}.$$  \hspace{1cm} (4)

The Navier-Stokes equations are completed by the initial condition

$$u(x, 0) = u_0(x), \quad x \in \Omega_0$$  \hspace{1cm} (5)

and the following boundary conditions. On the inlet part $\Gamma_D$ of sufficiently large computational domain we prescribe the Dirichlet condition

$$u \mid_{\Gamma_D} = u_D.$$  \hspace{1cm} (6)

On the outlet $\Gamma_O$ we consider the so-called do-nothing boundary condition

$$-(p - \bar{p}) n + \nabla \frac{\partial u}{\partial n} = 0 \quad \text{on } \Gamma_O,$$  \hspace{1cm} (7)

where $\bar{p}$ is a reference value of the pressure and $n$ denotes the unit outer normal to $\partial \Omega$. On $\Gamma_B$ we consider the condition

$$u \mid_{\Gamma_B} = w \mid_{\Gamma_B},$$  \hspace{1cm} (8)

where $w$ denotes the velocity of points on the profile, i.e. the domain velocity from the ALE mapping.

Moreover, we equip the system of equations with the initial conditions

$$h(0) = h_0, \dot{h}(0) = h_1, \alpha(0) = \alpha_0,$$

$$\ddot{\alpha}(0) = \alpha_1, \beta(0) = \beta_0, \dot{\beta}(0) = \beta_1,$$  \hspace{1cm} (9)

where $\alpha_0, \alpha_1, \beta_0, \beta_1, h_0, h_1$ are input parameters of the model.

The interaction of a fluid and an airfoil consists in the solution of the flow problem (2), (5) – (8) coupled by Eqs. (3) and (4) with the structural model described by Eqs. (1) and (9). This coupled problem represents a nonlinear dynamical system.

**NUMERICAL SOLUTION OF THE COUPLED PROBLEM**

The method of the numerical simulation is described in detail in [7, 9]. The method is based on the finite element solution of the Navier-Stokes equations (2) strongly coupled with a system of nonlinear ordinary differential equations (1) describing the airfoil motion with large amplitudes. The time-dependent computational domain and a moving grid are treated by the Arbitrary Lagrangian-Eulerian (ALE) formulation of the Navier-Stokes equations, which are discretized by the FE method in space and by the backward difference formula of second order (BDF2) in time. In order to avoid spurious numerical oscillations, the SUPG and div-div stabilization methods are applied. The solution of the ordinary differential equations is carried out by the fourth-order Runge-Kutta method. Special attention is paid to the construction of the ALE mapping of a reference domain on the computational domain at individual time instances. The resulting nonlinear discrete algebraic system is solved by the Oseen linearization. All components of the realization of the solution are assembled together by a strong coupling procedure, see [7]. Here we prescribed the calculation accuracy $\varepsilon = 10^{-4}$ and maximum 4 iterations in the coupling procedure and maximum 5 iteration steps in the Oseen linearization procedure.

**NUMERICAL RESULTS**

The numerical simulations were carried out for the airfoil NACA 0012 using the following structural parameters:

$m = 0.086622$ kg, $k_{h_b} = 105.109$ N/m,

$k_{a_{0a}} = 3.69558$ N m$^2$/rad, $k_{\alpha_{0}} = 0.2$ N m$^2$/rad,

$S_a = -0.000779598$ kg m, $S_\beta = 0$ kg m,

$I_a = 0.000487291$ kg m$^2$, $I_\beta = 0.000341104$ kg m$^2$,

$c = 0.3$ m, $c_{EF} = 0.12$ m,

$d_{w} = 0.12$ m, $l = 0.079$ m.

The damping coefficients $D_{h_b}, D_{a_{0a}}, D_{\alpha_{0}}$ were assumed to be zero. The gap $h_b$ between the main lifting surface and the aileron was varied between 0 % and 10.3 % of the aileron length and two different gaps geometries, denoted by CC and IC shaped gaps, were considered (see Fig. 2).

Figure 2 shows two examples of the meshes in the computational domain and the detailed triangulation around the airfoil near the CC and IC shaped gaps of the width 1.3 % and 3.8 %, respectively. We used an anisotropically adapted mesh designed in the open source software GMSH [10, 11]. The total number of fluid finite elements was approximately 60 000 depending on the gap size.

The initial conditions in all computations were set to

$$h(0) = 0.05$, $h(0) = 0$, $h(0) = 0.3$, $h(0) = 0.01 s$. At time $t = 0$ the airfoil was released and the computation of the real interaction started. The total computer time for the
computation of the responses $h(t), \alpha(t), \beta(t)$ for $t = 0 \rightarrow 3$ s
on a PC with Intel i7 processor and 4GB memory was about 3 days. Computations were carried out with the time
step $\tau = 0.01 c / U_{\infty}$ for the kinematic viscosity $\nu = 0.000015 \text{ m}^2/\text{s}$, the air density $\rho = 1.225 \text{ kg/m}^3$ and the far-
field flow velocities $U_{\infty} = 6-12 \text{ m/s}$ corresponding to the
Reynolds numbers $Re = U_{\infty} c / \nu$ between $1.2 \times 10^5$ and
$2.4 \times 10^5$.

\[ \text{FIGURE 2: DETAILS OF THE FE MESHES NEAR THE GAP BETWEEN THE MAIN PART OF THE AIRFOIL AND THE AILERON FOR THE CC AND IC SHAPED GAPS.} \]

Figures 3 - 5 show the examples of the computed graphs of the functions $h(t), \alpha(t), \beta(t)$ and Figures 6 – 7
show the corresponding phase diagrams for several flow
velocities $U_{\infty}$. For small flow velocities the amplitudes
for the vertical displacement $h$ and the rotations $\alpha, \beta$ are
decreasing in time (see Figure 3). The system is stable and
low level sustained vibrations are caused by vortex separation near the trailing edge of the airfoil.

\[ \text{FIGURE 3: FUNCTIONS } h(t), \alpha(t), \beta(t) \text{ FOR } U_{\infty} = 8 \text{ m/s AND THE IC SHAPED GAP OF THE WIDTH 3.8%.} \]

\[ \text{FIGURE 4: FUNCTIONS } h(t), \alpha(t), \beta(t) \text{ FOR } U_{\infty} = 10 \text{ m/s AND THE IC SHAPED GAP OF THE WIDTH 3.8%.} \]
By increasing the far-field flow velocity the vibration regime can be considered as a limit cycle oscillation (LCO) with the amplitude larger than 10 degrees for rotation $\beta$ of the aileron (see Figures 4 and 6). For the higher flow velocity ($U_\infty = 12$ m/s), the system is becoming unstable by flutter, which would be catastrophic in this case due to an unstable LCO with the large amplitude for the rotation angle reaching values, up to about $\beta \approx 40$ degrees for the aileron (see Figures 5 and 7). These results are in agreement with the NASTRAN computations, according to which the system becomes unstable by flutter in $\alpha - \beta$ torsion for the far-field flow velocity at $U_{\infty,\text{crit}} = 11.32$ m/s and the flutter frequency $f_{\text{cr}} = 14.87$ Hz (see [7]).

For the far-field velocity $U_\infty = 12$ m/s, the computed velocity flow fields around the fluttering airfoil are shown in Figure 8 at several time instants marked in Figure 5. The shown velocity is defined as the magnitude of the velocity related to the far-field velocity. It is possible to see clearly the flow separation on the aileron surface, especially on the detailed snapshots viewing the velocity flow field around the aileron.

**FIGURE 5**: FUNCTIONS $h(t)$, $\alpha(t)$, $\beta(t)$ for $U_\infty = 12$ m/s AND THE IC SHAPED GAP OF THE WIDTH 3.8%.

**FIGURE 6**: PHASE DIAGRAMS OF FUNCTIONS $h$, $\alpha$, $\beta$ FOR $U_\infty = 10$ m/s AND THE IC SHAPED GAP OF THE WIDTH 3.8%.

**FIGURE 7**: PHASE DIAGRAMS OF FUNCTIONS $h$, $\alpha$, $\beta$ FOR $U_\infty = 12$ m/s AND THE IC SHAPED GAP OF THE WIDTH 3.8%.
FIGURE 8: VELOCITY DISTRIBUTION AROUND THE FLUTTERING PROFILE FOR $U_e=12$ M/S AT SEVERAL TIME INSTANTS MARKED IN FIG. 5.

FIGURE 8 – continued.
dependence on the far field air flow velocity for IC and CC shaped gaps of the same width 3.8%

The corresponding vibration frequencies are shown in Figure 10. The lowest frequency at about 5.5 Hz belongs to the vertical airfoil motion $h$ and the two higher nearly identical frequencies at about 14 Hz belong to the airfoil and the aileron rotations $\alpha$ and $\beta$. If the damping ratio $D > 0$, the system is stable, and when $D < 0$, the system is unstable by coupled mode flutter for the rotations $\alpha$ and $\beta$. The aerodynamic damping is clearly higher for the IC shaped gap than for the CC shaped gap and similarly the critical flutter airflow velocity $U_f \approx 10.1$ m/s for flutter is higher for the IC shaped gap than $U_f \approx 9.5$ m/s for the CC shaped gap.

Similarly, Figure 11 shows the influence of the gap width on the aerodynamic damping flutter boundary for the IC and CC shaped gaps and for the constant airflow velocity $U_\infty = 8$ m/s. For both gap shapes the damping ration increases with the gap width and stabilizes the system. For zero gap the system is unstable by flutter $(D < 0)$ getting to be stable at about the gap width 1.2% and 2% for IC and CC shaped gaps, respectively.

CONCLUSION

The results of the numerical simulations show that the flutter stability boundary of the airfoil with three degrees of freedom can be very sensitive to the gap shape and gap width between the aileron and the main lifting surface of the aileron. This is caused by an interaction of the main airstream with the airflow through the gap. This aside flow influences the vortex shedding at the airfoil trailing edge, the limit cycle oscillation amplitudes and the critical flutter velocity. However, the results have to be accepted with a caution, because the critical flutter flow velocity of the system studied was very low and the influence of the flow inside the gap on the aeroelastic behavior of the airfoil can be reduced in cases of higher far field airflow velocities.
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ABSTRACT

This article attempts to highlight characteristics of the aerodynamic forcing on a circular cylinder experiencing dry galloping vibrations. Observations from a series of wind tunnel tests are studied comparatively with the literature on rain-wind cable vibrations and on flow past inclined lifting bodies, for drawing similarities. Unsteadiness and spatial variation of the flow, both previously undetermined, are significant during the large cylinder motions recorded. Thus, they are suspected to play a role in triggering unstable behaviour. Instabilities were restricted to specific ranges of cable-wind angles and Reynolds numbers. The transitional features identified refute the view of simple bursting separation bubbles that rhythmically produce lift and suggest that there is a multitude of paths for energetically feeding dry galloping. Finally explanations are provided and a mechanism incorporating unstable features is proposed for future modelling.

INTRODUCTION

Large vibrations of bridge cable stays have recently attracted much interest. Specifically the so-called rain-wind-induced vibrations [1, 2], which are very often observed on inclined cables, have become a matter of controversy. Different approaches have been proposed for explaining the complex fluid-structure interaction that emerges when rivulets develop on the cable surface due to rain. Modelling the rivulet formation and propagation has been a key element for understanding unwanted cable motions. Actually, two main branches have developed for the explanation of the phenomenon; the one assumes that the appearance of a still rivulet, if appropriately positioned, is adequate to transform the circular profile into an unstable section, as in Den Hartog galloping (e.g. [3]). The other suggests that it is primarily the motion of the formed rivulet that is central in developing large response [4, 5]. The role of influencing parameters such as the rainfall intensity, the cable inclination angle and roughness and the motion frequencies have been extensively studied and there is confidence in the knowledge of the combination of these contributions leading to the dynamic instability.

However, lately there is additionally growing concern over excessive vibrations of inclined cables that occur under dry conditions, exclusively due to wind, and their understanding seems more elusive. These so-called dry galloping events are believed to share common features with their rain-wind induced vibrations. Matsumoto et al. [3] first expressed the view that the functioning mechanism is the same for dry or rainy conditions, with rivulets contributing only as an amplifying factor. Further similarities were discussed by Macdonald & Larose [6]. A dedicated study that attempted to address the similarities between the two phenomena [7] was confined to static models and the comparison was limited to the assessment of the static lift that can be produced in different dry configurations. As a matter of fact the exciting force during dry galloping motion, which could be central to understanding, has rarely been recorded and analysed [8, 9]. This paper describes a series of large-scale wind tunnel tests which capture subtle forcing details of the dry galloping phenomenon. The objective is to present previously unknown characteristics regarding the unsteadiness of the aerelastic loading. The well known case of an inclined cylinder with an ogive or conical nose, as for missiles [10,11] provide this work with a very relevant precedent. Further connections are sought with rain-wind [4,5,12] and other flow-induced vibration phenomena [13], where unsteadiness is important.

∗Address all correspondence to this author.
WIND TUNNEL TESTS

For the purpose of this experimental work an inclined rigid circular cable model replicating the parameters of a real bridge cable stay was tested in the 6m×3m open circuit wind tunnel at the National Research Council Canada (NRC). Typical free stream turbulence levels of the wind tunnel are of the order of 0.5%. A detailed illustration of the setup is provided in Fig. 1. More information about the testing was previously given in [8, 9]. In short it should be noted that the model could oscillate in two perpendicular planes (denoted sway and heave) and was equipped with pressure measuring taps, arranged at four discrete cross-sections (termed rings) and two axial lines running along the lee side of the cylinder. The support springs could be rotated in order to give different relative orientations of the wind and principal structural axes, considering that the stiffnesses in the two planes were not identical. The model could also be locked in place, so as to quantify loads on the stationary cylinder and hence the motion-induced aerodynamic effect.

The wind speeds spanned the critical Reynolds (Re) number range and produced large dynamic responses in a number of cases. Interestingly, although a few different inclination and orientation angles were tested (Φ, α in Fig. 1), only cables inclined at an angle of 60° to the wind exhibited large responses, mainly across-wind. The largest recorded amplitude was 0.75d, where d is the cable diameter, although this was limited by the support arrangement. Vertical or near vertical configurations of the cable (Φ = 90°) showed only limited response, while the measured lift and drag forces on the individual pressure rings experienced large sudden jumps, connected with abrupt transitions between different flow states [8]. Specifically, the transition between subcritical and critical states was observed to occur intermittently on each side of the stationary cylinder under steady flow conditions. This could be an indication that there was no strong bias of the flow to give asymmetric lift in one direction or the other in these tests. In other similar studies Matteoni & Georgakis [14] and Flamand & Boujard [7] have observed that local lift and drag coefficients were very sensitive to even minute surface alterations, yet it was not possible to determine their global effect. Lamont [11], while testing ogive-nosed circular cylinders, captured a Reynolds number dependent roll effect very consistently. Still, he ascribed this to the asymmetry introduced by the ogive tip, disregarding any possible imperfection of the rest of the cylindrical body.

FLOW FEATURES AND EXCITATION MECHANISM

This section focuses on the pressure distributions that were acquired during large response records. The force evolution is mapped to the oscillation cycle and characteristics of the underlying mechanism of the dynamic instability are drawn out. An analytical description of the aeroelastic loading exerted on a cable undergoing dry-galloping vibrations was previously provided through a generalised quasi-steady framework [15]. In this analysis, for small amplitude vibrations the aeroelastic forces are equivalent to pure (negative) viscous damping forces that can possibly overcome the structural damping. However, this has its limitations and has not been validated. The energy input during each vibration cycle is given by integrating the product of applied force along the motion direction with velocity. Thus for the current dry galloping records, with predominantly across-wind vibrations, the local energy input can be assessed by the integral of lift on each ring with velocity. Fig. 2 provides such estimates and clearly indicates that different cross-sections contribute different energy inputs to the excitation mechanism. Specifically, Ring 3 contributes the most, while Ring 4 extracts energy from the cable (i.e. it acts to damp the response). This finding should not be confused with the observation by Matsumoto et al. [16] of excessive aerodynamic forces being confined to the near-end locations. Ring 3 is situated centrally and moreover the energy distribution presented in Fig. 2 was specific to the record examined. Other cases (e.g. different wind speeds or cable angles) produced different results (e.g. Ring 3 damping response and Ring 4 exciting response). These results indicate the complex 3D nature of the flow behaviour and its sensitivity to the test parameters (Reynolds number, cable inclination angle, etc.). The findings are in line with what was witnessed also by Lamont [11] on an inclined ogive cylinder. Such bodies exhibit through a wide range of Reynolds numbers high lift values (i.e. force out of the wind-cylinder plane), with a well defined distribution over their length. In transitional regimes though, the regular distribution breaks down with non repeatable lifting patterns emerging.

The actual evolution of the aerodynamic force with motion is now considered. For this purpose a mean cycle is extracted for Ring 3, corresponding to the time interval 60-100s in Fig. 2. The following discussion and figures, unless otherwise stated, refer to this specific period. Fig. 3 shows the phase-averaged lift force (dashed red line) over the averaged vibration cycle (black lines). Overlayed on these, are polar plots of the pressure coefficient (Cp) distributions, both phase-averaged over the cycle (lines over shaded areas) and averaged over the whole time pe-
iod (grey dots). Scale-wise the radius of the drawn circles correspond to $C_p=1$. Evidently the averaged lift force shows clear periodic behaviour related to the motion, but it appears not to be in phase with the velocity. The specific waveforms of the two variables are not identical and the additional higher frequency forcing inputs do not entirely average out. Interestingly the phase lag of the Lift with respect to the velocity varies over the cycle. Instants of zero velocity are designated in the figure and the relevant time delays $\tau_1$ and $\tau_2$ to instants of zero lift are evaluated at $1/12$ and $1/36$ of the vibration period $T$ respectively. Indicatively the characteristic time associated with vortex-shedding $t = d/StU$, where $St$ is the Strouhal number, could range from $T/28$ to $T/65$ depending on the value considered for $St$ (0.2 to 0.48, [17]). For the studied record (i.e. $Re = 3.34 \times 10^5$, $U=31.5$ m/s) no trace of vortex shedding could be identified. All these features are posing a hurdle for linearised quasi-steady theory, which can only perceive forces as linear products of the motion velocity.

Comparing pressure distributions from specific points in the vibration cycle with the overall mean, it is seen that two distinct mechanisms are operating on the different sides of the cylinder. The bottom part presents what seems to be a periodic motion around the cylinder circumference and a change in length of a laminar separation bubble. On the other hand the top seems to alternate between a subcritical-like state (i.e. weak suction on the across-wind pressure taps) to a critical one. However, both parts simultaneously contribute to the forcing throughout the oscillation cycle. Qualitatively the mechanism seems similar to what was put forward for rain-wind vibrations by Verwiebe [4] and Cosentino et al. [5]. According to Verwiebe a single underside rivulet can instigate large motion by causing an early underside separation and thus lift during upward movement. The resulting elliptical motion skews its top part windwards due to the concurrent drag force reduction that follows the lift.

**FIGURE 1:** ELEVATION OF CABLE MODEL.

**FIGURE 2:** ENERGY INPUT DURING LARGE RESPONSE ($q$ DYNAMIC PRESSURE).
appearance. This was not the only elliptical behaviour in our tests where also opposite skewness was found depending on conditions. For Verwiebe’s asymmetric excitation mechanism forcing occurs for a limited duration of the vibration cycle, contrary to what is seen in Fig. 3.

The agreement with the Cosentino et al. explanation is more profound. The forcing waveforms are similarly distorted and even the lift-velocity time lag distribution, varying over the vibration period, is much alike. Yet on the other hand this realisation necessitates for a single-sided asymmetry to develop and as was found herein the asymmetry was not necessary for the occurrence of dry-galloping. Cases existed where both cylinder sides were extracting energy from the wind through identical mechanisms. These were mostly cases of two laminar separation bubbles moving as in the bottom cylinder side in Fig. 3, with the main adverse forcing being from the apparent change in length of the bubble. Thus a critical transition and the intermittent formation of a separation bubble is not a necessary condition for instability as was previously thought.

The lift force was further examined to consider the forcing contributions from individual cycles (almost 60 in total). As seen in Fig. 4(a), there is large variation of the forcing over each cycle (black lines) and there are large fluctuations in the forces with time. When their ensemble is considered the result is Fig. 3, and it could be construed that the actual mean effect of the lift force is produced by the local unsteadiness (i.e. jumps). Considering randomly one individual cycle from the ensemble in Fig. 4(b) it is seen that lift coefficient jumps apparently randomly. Yet considering all cycles generally, the largest steps are located close to shortly after \(T/4\) and \(3T/4\) where the velocity (and the dynamic lift component) changes sign. Such characteristics seem traceable only through some integrate and fire type model. It is important to note that the time-mean behaviour is much more smooth, setting questions on the statistical interrelations of jumps between succeeding cycles. Actually the very linear shape over time of the energy input in Fig. 2 is a good indication of the smoothness of the time-mean behaviour.

The energy inputs in Fig. 2 however, are very different implying that the smoothness discussed greatly varies locally for the different rings. Evaluating the average phase lag between lift and velocity over each oscillation cycle for all rings though shows reasonable consistency over three rings. The results are shown in Fig. 5 and strikingly the phase lags for Rings 1-3 are all consistently around a value of 60°. Positive values for the phase lag add energy to the vibration, while negative values extract energy. Ring 4, which acts to damp the motion seems to mainly jump between values around 60°, 0° and -60°, which could be representative of different states for the dry galloping motion. Comparing the results for the four rings, it is notable that the more consistent phase lag (Fig. 5), the greater the mean rate of energy input (Fig. 2).

![Figure 5: Phase lag between the lift force and displacement for the record in Fig. 2.](image-url)
completed and others where it is. Thus it appears that
cells may have formed with a characteristic length around
6d, with variable separation lines along the length.

Considering the actual pressure distributions of the
rings for the studied record there are features that do not
fully comply with the description of the laminar to tur-
bulent transition as this is put forward for non-inclined
circular cylinders. In Fig. 7(a) it is seen that Rings 1,
2&4 are in very similar post-critical states with separation
bubbles having formed on both sides (near 100° and 250°
from the stagnation point respectively). Yet although in
terms of mean pressure profiles they are so similar, as far
as the dynamic instability is concerned they have oppo-
site functions, with Rings 1&2 exciting motion and Ring
4 damping it. Thus it is apparent that the flow state alone
is not enough to determine the propensity for dry gallo-
ping. Ring 3 on the other hand shows a distinct feature. Its
profile is not normal with the plateau near 120° contribut-
ing to a sustained asymmetry between the two cylinder
sides that protrudes far into the base pressure zone,
contrary to classical transitional behaviour. Hence, what was
earlier quoted as a subcritical-like state on the top side of
the cylinder in Fig. 3 is definitely not just the product of
an intermittently bursting laminar separation bubble.

Sectional mean pressure profiles shown from other
related cases in the literature, in Fig. 7(b), are used to help
understand this behaviour. Cosentino et al. [5] studied
rain-wind vibrations of an inclined stay (lower inclina-
tion to the one studied herein) and the recorded pressure
data on one pressure ring during motion, similarly to this
study. For the same conditions they also ran dry tests to
address the effect of water on the cylinder surface. Their
output in Fig. 7(b) interestingly shows asymmetries alike
to those found here that extend into the base pressure re-
gion. The values on the other hand are quite different. In
particular the minimum suction reaches almost -4, lower
than -3 that corresponds to potential flow which is a phys-
ical limit for circular cylinders normal to the wind.

Lamont [11], as previously quoted, worked on static
ogive cylinders. He too recorded mean sectional pres-
sures for transitional Reynolds numbers. For conditions
close to our study, \( \phi=55^\circ \) and \( Re \approx 4 \times 10^5 \), he identified
two distinct interesting cases, illustrated in Fig. 7(b). In
case 1 the pressure distribution is quantitatively almost
identical to the one for Ring 3 in Fig. 7(a). The only dif-
fERENCE is that the base pressure region lies on the level of

---

**FIGURE 3:** AVERAGED SECTIONAL AERODYNAMIC FORCING THROUGH A STEADY LARGE MOTION CYCLE (RING 3). THE TIME PERIOD USED CORRESPONDS TO THE SHADED AREA IN Fig. 2.
FIGURE 4: LIFT COEFFICIENTS FOR THE CASE ILLUSTRATED IN Fig. 3; a) ENSEMBLE OF THE LIFT VARIATIONS FOR EACH CYCLE ALONG WITH THEIR MEAN, b) LIFT VARIATION IN ONE RANDOMLY PICKED CYCLE ALONGSIDE THE MEAN OF THE ENSEMBLE.

FIGURE 6: PRESSURE DISTRIBUTIONS ALONG THE CABLE MODEL FOR THE RECORD IN Fig. 2, INDICATING PATTERNING.

due the unforeseen plateau of Ring 3 and is also symmetric. Such profiles according to Lamont were able to produce high lift values, although their repeatability and distribution were unpredictable. Thus all details match our observations well. In a second case Lamont, attempting to identify the effect of axial vortices originating from the expected nose asymmetry and propagating downstream, found what is presented in Fig. 7(b) as case 2. After the early separation at around 80° a secondary vortex produces a second minimum pressure region. There is a great difference between the two sides of the cylinder and it seems there is some similarity with Ring 3 in the current study. Notably the value of the minimum pressure coefficient is again lower than -3, as found by Cosentino et al. This effect and similar pressure forms disappeared for larger inclinations (>70°). From these comparisons it
seems that particular unusual features found during excessive dry galloping vibrations could also be relevant in other cases.

Lamont’s tests were preceded by another series of similar tests by Lamont & Hunt [10] where it was shown that long abrupt pressure jumps were locally occurring repeatedly. It was then suspected that this was an effect of turbulence (of the order of 0.5% in the tests) and the subsequent series of tests [11] performed in a lower turbulence wind tunnel (0.05%) were thought to avoid this unstable feature that could make any reference to mean data inaccurate.

For the tests reported here, aerodynamic forcing during large vibrations was seen to be accompanied by erratic behaviour. This could in some respect average out, however the nature of the noise-like behaviour and moreover its time and spatial distribution (e.g. timing of jumps such as those in Fig. 4(b)) are entirely unknown. Although averages can hide unsteady features the contribution of such noise in the underlying mechanism of the dynamic instability could be significant. A different type of jump behaviour was recorded for non-inclined cylinders. The lift force for the dynamic cable model when in low amplitude response is presented in Fig. 8. The characteristic time of such a jump was found to be 0.068s. This is in good agreement with what was found for a static cylinder by Schewe [17]. For a transition of Lift coefficient from 0 to 1 (i.e. double the one in Fig. 8) he got a value of 0.15s. Strikingly the jumps in the shown case, appear as a succession of rectangular pulses with a regular time spacing between them. This corresponds to a frequency of 4.45s$^{-1}$=0.225Hz. Therefore it is questionable whether a vertical cable with frequency close to this value will produce large response owing to some form of resonance loading.

CONCLUDING REMARKS

Summarasing the main observations presented, it is believed that the effect of transitional behaviour is central for dry galloping. The inherent unsteadiness of the critical Re range and its interaction with turbulence and inclination are important in creating the conditions for dry galloping. Something similar was also seen for wake-induced vibrations [13], where quasi-steady features have to combine with unsteadiness to yield a dynamic response. Abrupt transitions and varying time delays are other characteristics in common between that case and the current one.

The features of the dry galloping mechanism captured in these tests do not involve simple bursting of a laminar separation bubble. Characteristics related to axial vortices and previously seen in the study of inclined missiles appear to be present in the cable aerodynamic forcing and contribute towards the excitation mechanism. Although significant links were found with rain-wind vibrations it seems that one of the most interesting feature is something previously undiscussed even for them and lies in the contribution of noise-like unsteadiness. The current observations suggest that dry galloping is related to some kind of organisation of the noise that arises from both the transitional behaviour and the ambient turbulence. This type of mechanism can be seen to also cooperate with more conventional features, such as a consistent incidence dependence that its study seems to be getting growing interest.
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**FIGURE 7**: a) MEAN PRESSURE DISTRIBUTIONS ON ALL RINGS FOR THE RECORD IN Fig. 2, b) MEAN PRESSURE DISTRIBUTIONS FROM THE LITERATURE CORRESPONDING TO RAIN-WIND VIBRATION AND STATIC INCLINED OGIVE CYLINDERS.
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LARGE GALLOPING OSCILLATIONS OF A SQUARE SECTION CYLINDER IN WIND TUNNEL
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ABSTRACT
This paper reports an experimental study of galloping of a 2D square section cylinder flexibly mounted in a wind tunnel. The long term purpose deals with the evaluation of such a system for energy harvesting. Preliminary a deeper study is needed for large amplitude motions which are not well known. We present here two kinds of results, the oscillations amplitude measurements and the wake velocity investigation. An interesting feature is observed with the cylinder inclined by 10° from the axis: for high wind velocity the oscillation amplitude presents a saturation indicating the presence of a self-limited mechanism. Wake velocity profiles show that the vortex shedding remains present but independent of the galloping response due to the system design parameter.

NOMENCLATURE

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>D</td>
<td>width of the cylinder section, ( D = 17.1 \text{ mm} )</td>
</tr>
<tr>
<td>( f_1 )</td>
<td>frequency of vortex shedding (Hz)</td>
</tr>
<tr>
<td>( f_2 )</td>
<td>natural frequency of cylinder motion (Hz)</td>
</tr>
<tr>
<td>( f_r )</td>
<td>reduced frequency, ( f_r = f_2 D/U_{\text{ref}} )</td>
</tr>
<tr>
<td>( h )</td>
<td>vertical coordinate in the wind tunnel frame (m)</td>
</tr>
<tr>
<td>( M )</td>
<td>total mass of the cylinder (kg)</td>
</tr>
<tr>
<td>( m )</td>
<td>mass per unit length of the cylinder (kg/m)</td>
</tr>
<tr>
<td>( Re )</td>
<td>Reynolds number, ( Re = U_{\text{ref}} D/\nu )</td>
</tr>
<tr>
<td>( S )</td>
<td>Span of the cylinder, ( S = 170 \text{ mm} )</td>
</tr>
<tr>
<td>( S_c )</td>
<td>Scruton number, ( S_c = 2 \eta m/\rho D^2 )</td>
</tr>
<tr>
<td>( St )</td>
<td>Strouhal number, ( St = f_1 D/U_{\text{ref}} )</td>
</tr>
<tr>
<td>( U )</td>
<td>mean velocity (m/s)</td>
</tr>
<tr>
<td>( U_{\text{ref}} )</td>
<td>mean reference velocity of the wind tunnel (m/s)</td>
</tr>
<tr>
<td>( U_{r} )</td>
<td>reduced velocity, ( U_r = 1/f_r )</td>
</tr>
<tr>
<td>( u )</td>
<td>RMS velocity (m/s)</td>
</tr>
<tr>
<td>( u_1 )</td>
<td>RMS velocity at vortex shedding frequency (m/s)</td>
</tr>
<tr>
<td>( u_2 )</td>
<td>RMS velocity at cylinder motion frequency (m/s)</td>
</tr>
<tr>
<td>( x )</td>
<td>longitudinal coordinate in the wind tunnel frame, ( z(t) ) vertical displacement of the cylinder (m)</td>
</tr>
<tr>
<td>( z )</td>
<td>RMS vertical displacement of the cylinder (m)</td>
</tr>
<tr>
<td>( \theta )</td>
<td>rotation angle of the cylinder (°)</td>
</tr>
<tr>
<td>( \eta )</td>
<td>reduced damping, referred to critical damping</td>
</tr>
<tr>
<td>( \rho )</td>
<td>air density (kg/m³)</td>
</tr>
<tr>
<td>( \omega )</td>
<td>angular frequency, ( \omega = 2\pi f \text{ rad/s} )</td>
</tr>
</tbody>
</table>

INTRODUCTION
Galloping is an aeroelastic coupling mechanism between an airflow and a flexible structure, often a cylinder normal to the flow. It is described as a one degree of freedom instability where the flow-structure coupling generates a negative added damping that induces the oscillations of the cylinder. This occurs above a critical velocity of the flow and oscillations amplitude may reach very large values, as for instance those observed on electric lines [1].

The long term objective of the current project is to evaluate the energy harvesting potential of the galloping mechanism. Although it has been previously studied analytically [2, 3], the deep understanding of the phenomenon should be improved. Especially large amplitude galloping oscillations are not so well known in simple configuration such as a rigid cylinder, i.e. in an almost 2D configuration.

We present here the experiments performed with a square section cylinder as shown Fig. 1 and 2. First we describe the experimental setup, then the amplitude of oscillations are presented. Finally the wake investigation is shown, focusing on the unsteady characteristics.

1. EXPERIMENTAL SETUP
A flexibly mounted square cylinder is placed in a wind tunnel with a square test section (see Fig. 2 & 3).
The upstream velocity has a longitudinal turbulence intensity less than 1 % over a wide range of frequency. The reference velocity is measured with a Pitot tube connected to a pressure manometer. Corrections take into account atmospheric pressure and temperature and global accuracy is better than 1 %.

The cylinder is equipped with two end plates which are supposed to keep the airflow 2D as much as possible. The shape has been adjusted on a milling machine ensuring very sharp edges. Stiffness is provided by combination of linear and laminated springs, suitably mounted in order to produce a very low structural damping. These springs are mounted outside the test section, via two vertical fences (see Fig. 2 & 3). Length of laminated springs is large (0.75 m) compared to the expected cylinder vertical displacement so that the system can be considered as linear in the range of use.

The structural data are determined experimentally without wind. First the stiffness is measured by static calibration using reference masses. Then the eigenfrequency is measured by spectral analysis. The total mass of the cylinder is deduced and expressed as a mass per unit length by dividing by the cylinder span. The damping is measured through the free decay of the vibrations after an initial excitation. The resulting Scruton number being large, the risk of vortex induced vibration is expected to be very small. Two cases have been studied by adding or not small masses on the cylinder. Summary of characteristics is given in Table 1.

**TABLE 1. STRUCTURAL CHARACTERISTICS OF THE CYLINDER**

<table>
<thead>
<tr>
<th>Case A</th>
<th>Case B</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f_2$  (Hz)</td>
<td>5.875</td>
</tr>
<tr>
<td>$M$ (kg)</td>
<td>0.320</td>
</tr>
<tr>
<td>$\eta$ (%)</td>
<td>0.177 ± 0.013</td>
</tr>
<tr>
<td>$k$ (N/m)</td>
<td>435.8</td>
</tr>
<tr>
<td>$S_c$</td>
<td>19.1</td>
</tr>
</tbody>
</table>

### 2. AMPLITUDE OF OSCILLATIONS

Amplitude of oscillations are measured for different wind velocities. As widely reported in the literature the square cylinder has a subcritical branch which leads to different limit cycles depending on the initial excitation or perturbation. In this study the high amplitudes are sought. In all results reported here, the hysteresis effect has been removed and the limit cycle amplitudes are obtained after an initial “strong” excitation manually operated. Each point in Figures 4 and 5 should be considered independent from each other.

To ensure that there is no transient effect, each record is started after the stabilization of the motion and at least one minute of stable oscillations. In all tests, the frequency of motion remained the one measured without wind.

Since Den Hartog it is well known that the galloping instability is possible when the lift derivative $C_{z'}$ of the
cylinder is negative. In the case of square section this is true around $\theta = 0$ (see Fig. 1) up to a value about $15^\circ$ depending on the free stream conditions [3, 4, 5]. When the upstream turbulence is low, as it is the case here, the steady lift gradient shows also a minimum around $\theta = 10^\circ$ which leads to larger sensitivity to galloping with this rotation angle.

![Figure 4. Oscillations amplitude versus velocity, case A.](image)

![Figure 5. Oscillations amplitude versus velocity, case B.](image)

Then the two cylinders A and B have been tested with two values of $\theta$, 0 and $9.5^\circ$ as reported in Fig. 4 and 5. Preliminary to these measurements the quasi-steady lift gradient of the cylinder has been estimated by measuring the total damping versus wind velocity. By remaining in stable conditions it is possible indeed by free decay tests to obtain the lift gradient $C_{z}'$ using the quasi-steady relation of the added damping:

$$\eta_a = \frac{\rho DU}{2m2\pi f_2}C_{z}'. \quad (1)$$

The resulting values listed in Tab. 2 are in good agreement with those encountered in the literature, especially for $\theta = 0^\circ$ [3, 6].

It is interesting to note that the amplitude response of the cylinder is much higher for $\theta = 9.5^\circ$ than for $\theta = 0^\circ$ at low wind velocities. However, for $\theta = 0^\circ$ the maximum amplitude at high velocities is larger than for $\theta = 9.5^\circ$. Moreover one observes that the amplitude reaches a kind of saturation for $\theta = 9.5^\circ$ at high velocities, as clearly seen in Fig. 5. Even this was expected it is very interesting in the sense that such a system used as an energy harvesting starts to oscillate in low wind but is self-limited in amplitude in high wind. Note that the amplitude saturation is due to aeroelastic effect, not to the structural setup, as the oscillation amplitude for $\theta = 0^\circ$ reaches larger values without visible perturbation.

**TABLE 2. AEROELASTIC CHARACTERISTIC OF THE SQUARE CYLINDER**

<table>
<thead>
<tr>
<th>$\theta$</th>
<th>$C_{z}'$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$0^\circ$</td>
<td>$-2.92 \pm 0.3$</td>
</tr>
<tr>
<td>$9.5^\circ$</td>
<td>$-8.0 \pm 0.3$</td>
</tr>
</tbody>
</table>

Obviously the difference between the two cases $\theta = 0^\circ$ and $\theta = 9.5^\circ$ lies in the fact that geometrical symmetry is present for $\theta = 0^\circ$: during the oscillation the effective angle of attack seen by the cylinder in motion oscillates around its mean value $\theta = 0^\circ$. Since the lift curve is symmetric around $0^\circ$ the galloping force is symmetric also.

But for $\theta = 9.5^\circ$ symmetry is lost which causes amplitude saturation because the effective angle of attack reaches large values for which the lift derivative becomes positive. Then saturation is the result of an equilibrium in which during one period of oscillation the cylinder gains energy for small effective angles of attack but losses energy at high angles of attack. Although this remark implies a kind of quasi-steady assumption, the present experiment proves that it is valid, at least qualitatively.

**3. WAKE ANALYSIS**

A single component hot wire sensor can be mounted in the wake of the cylinder. It can be moved vertically for measuring velocity profiles. Calibration was performed with a Pitot tube and a reference manometer. Accuracy is globally around 5 %. Length of records is typically 60 s with a sampling frequency of 1024 Hz. Accurate Fourier analysis of the signals provides the different components of the velocities due to vortex shedding ($u_1$) and to the cylinder oscillations ($u_2$) at the frequency $f_2$.

First we measure the Strouhal number, as presented Fig. 6. It has a mean value of 0.147, which corresponds to a wind velocity of lock-in with the cylinder of 0.68 m/s. Agreement with [7] for instance is good.

Note that the blockage effect in the test section leads to a reference velocity lower than that around the cylinder. Geometrically this velocity is 10 % higher, resulting in a corrected Strouhal number 10% lower.

The important point here is that the frequency of vortex shedding is very different from the frequency of the cylinder oscillations due to galloping. Then during the measurements of wake velocity profiles, the reference
velocity was set to 8.5 m/s ($Ur = 85$ with cylinder A). Then the vortex shedding frequency, according to Strouhal law, is 73 Hz, to be compared to 5.875 Hz for the cylinder oscillations.

![FIGURE 6. MEASURED STROUHAL NUMBER VERSUS VELOCITY FOR STATIC CYLINDER](image)

The velocity profiles have been measured at three different distance from the cylinder rear face, 1.3 $D$, 0.7 $D$ and 0.23 $D$. In the first position the entire wake has been investigated, showing symmetry along the axis, see Fig. 7, so that only one side has been measured for the two other distances Fig. 8 and 9.

In each case, the mean velocity $U$, its RMS value $u$ and the two components $u_1$ and $u_2$ are plotted. In the case of $u_2$ it was found more significant and reliable to reduce the component by the oscillation velocity of the cylinder $\dot{z}$. Indeed these experiments were quite long and perfect stability of the oscillations was not exactly respected for such a long time. Then amplitude of $u_2$, obviously related to oscillation amplitude, could have changed otherwise.

The first remark is that the oscillations of the cylinder do not modify the main characteristics of the wake. Mean and RMS velocities remain the same in amplitude and distribution. This is also the case for the component at the frequency of vortex shedding, although more noisy signals. It means that the cylinder motion, at a frequency much lower than that of vortex shedding does not perturb the natural shed of vortices which remains present during oscillations. It can be explained by the quasi-steady assumption for which the cylinder motion is so slow that its aerodynamic behaviour remains the same than if there were no motion at all.

But a difference in the phenomena can be observed when considering the expansion of the wake along the distance behind the cylinder. The spatial evolution of the unsteady wake is shown in Fig. 10 where the positions of the maxima of the two velocities $u_1$ and $u_2$ are plotted versus the distance $x / D$ behind the cylinder. The expansion of the wake width due to the cylinder oscillation is clear, with a rate of 0.19 (corresponding to an angle 10.75°), although the wake resulting from the alternate vortex shedding remains parallel in the observed region.

![FIGURE 7. VELOCITY PROFILES IN THE WAKE AT $x =1.3D$ FOR FIXED AND OSCILLATING CYLINDER AT $Ur = 85$, CASE A WITH $\theta = 0$.](image)

![FIGURE 8. VELOCITY PROFILES IN THE WAKE AT $x =0.7D$ FOR FIXED AND OSCILLATING CYLINDER AT $Ur = 85$, CASE A WITH $\theta = 0$.](image)

![FIGURE 9. VELOCITY PROFILES IN THE WAKE AT $x =0.23D$ FOR FIXED AND OSCILLATING CYLINDER AT $Ur = 85$, CASE A WITH $\theta = 0$.](image)
CONCLUSION

Experiments have been conducted with a mostly 2D square section rigid cylinder flexibly mounted in wind tunnel. The setup allows large amplitude oscillations due to galloping instability. Vortex shedding, although always present, does not lead to excitation because of its very different frequency from the cylinder natural frequency.

Results of oscillations amplitude shows that it is possible to design a system that can start to oscillate at a low wind velocity. Moreover the same system in high wind presents a saturation of oscillations amplitude, suggesting that it is self-limited naturally by its aeroelastic properties. Then the long term objective of the study which is the development of an energy harvesting simple system is still valid and needs further investigations.

Experimental results presented can serve for instance for the validation of analytical models including large nonlinear amplitude features.
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ABSTRACT

Experiments and numerical simulations of the aeroacoustic response of a T-junction, subject to grazing and bias flow is presented in this paper. Specifically, the regions of acoustic amplification and attenuation are studied, via the scattering matrix. The experiments are based upon plane wave-decomposition, using flush mounted loudspeakers to excite the acoustic fields. The numerical method is based upon frequency-domain linearized Navier-Stokes equations, which has been shown both efficient and accurate for studies of flow duct constrictions with two ports.

A main point addressed in this paper is whether 2D RANS can be used to calculate the mean flow of the T-junction, which is needed as input to the acoustic calculations. For this reason, at grazing inflow of Mach 0.1, three different cases are calculated; a closed sidebranch end, an open sidebranch end, and bias inflow of Mach 0.01. Comparing with the experiments, it is found that the agreement is good up to about half the plane wave region of the experiments, beyond which the calculations overpredicts the amplification regions. This is believed to be due to 3D effects in the experiments, not captured by the 2D RANS.

INTRODUCTION

T-junctions (see Fig. 1) and similar elements with orifices are common in e.g. automotive intake and exhaust systems, ventilation systems and pipelines. The aeroacoustics of T-junctions have therefore attracted much attention, see e.g. [1-9]. Both the active and passive aeroacoustic responses of such elements are strongly influenced by the mean flow configuration in the system. The interaction between the acoustic field and hydrodynamic instabilities, which are convected across the orifice, can lead to either attenuation or amplification of the incident acoustic power. If the T-junction is connected to a strongly resonant system, e.g. a tailpipe or a quarter-wave resonator, a self-sustained oscillation can occur, leading to intense noise and even mechanical failure.

Unfortunately, analytical models of single orifices generally produce results which correlate poorly with experimental data, as is shown by Peat et al. [10] and Jing et al. [11]. Furthermore, the versatility of existing empirical models with respect to the geometry and flow con-
ditions is limited [12]. Bias flow, i.e. flow through the orifice, is an example of a flow case, for which high fidelity predictions generally are unattainable using existing models. Thus, experiments or simulations must be used to obtain the frequency regions and magnitudes of amplification and attenuation, for a given flow case and geometry. This can be done by determining the scattering matrix [13], from which the attenuation and amplification potentiality can be obtained [7, 14]. For a T-junction, the scattering matrix can be written as

\[ p_+ = S p_- + p^S_+ \]  

(1)

where \( p^S_+ \) is the source vector, \( p_+ \) and \( p_- \) contains the outgoing and incoming (complex) pressure amplitudes of all ports, and \( S \) is the (complex) scattering matrix, which for a three-port system is given by [7]

\[
S = \begin{pmatrix}
R_I & T_{II,I} & T_{III,I} \\
T_{I,II} & R_{II} & T_{III,II} \\
T_{I,III} & T_{II,III} & R_{III}
\end{pmatrix}
\]  

(2)

\( R_m \) has the physical meaning of reflection of waves propagating towards the three-port in branch \( m \), and \( T_{m,n} \) is the transmission of acoustic pressure from branch \( m \) to branch \( n \), see Fig. 1. A main feature of the scattering matrix is that it generally can be obtained from 50 Hz say, to the cut-on of the first non-planar wave in the duct. The main drawback is that the model functions as a black box, giving no details as of how the output was obtained.

In this work, both experiments and numerical simulations of scattering matrices are performed. The aim in the long run is to obtain a prediction model for the linear scattering matrix valid for a wide range of flow conditions and geometries, with focus on the mixed grazing/bias cases, i.e. when there is a net flow in all three branches. However, in this paper, the focus is on validating/bias cases, i.e. when there is a net flow in all three branches. In a recent study [23] it was investigated how to best utilize a microphone array of 5 microphones per port. The best method found was that described in [20] if combined with a routine optimizing the number of microphones used per frequency. This is also done in this paper, for an array of 4 microphones per port.

**Theory**

The microphone data collected at a port side, is used input on the right hand side of the equation system

\[
\begin{pmatrix}
\text{e}^{-ik_+ x_1} & \text{e}^{-ik_- x_1} \\
\text{e}^{-ik_+ x_2} & \text{e}^{-ik_- x_2} \\
\vdots & \vdots \\
\text{e}^{-ik_+ x_j} & \text{e}^{-ik_- x_j}
\end{pmatrix}
\begin{pmatrix}
p_+ \\
p_- 
\end{pmatrix}
= \begin{pmatrix}
p_1 \\
p_2 \\
\vdots \\
p_j
\end{pmatrix}
\]  

(3)

where \( k_+ \) and \( k_- \) are the wavenumbers in the positive and negative directions respectively, \( x_j \) is the position and \( p_j \) is the complex pressure of microphone \( j \). The sound field is obtained by having external loudspeakers mounted on the test rig, and the three port source part, which is independent on the acoustic field, is suppressed by averaging over the cross spectra between the microphone pressure and the loudspeaker signal.

Now, to solve for \( S \), measurements of three linear independent acoustic fields are required. Here, the method of using flush mounted loudspeakers [24] is used in order to excite the fields. The scattering matrix is then solved via the equation

\[ S = P_+ P_-^{-1} \]  

(4)

with

\[ P_+ = \begin{pmatrix} p_{L_1}^T & p_{L_2}^T & p_{L_3}^T \end{pmatrix}, \quad P_- = \begin{pmatrix} p_{L_1}^T & p_{L_2}^T & p_{L_3}^T \end{pmatrix} \]  

(5)
where the superscripts $L_1$, $L_2$ and $L_3$ refer to vectors obtained from three differently excited sound fields. The wave numbers in Eqn. (3) are obtained from a model proposed by Dokumaci [25], which includes the effects of visco-thermal damping

$$k_{\pm} = \frac{\omega}{c_0} \frac{K_0}{1 \pm K_0 M}$$

(6)

where $\omega$ is the angular frequency, $c_0$ the adiabatic speed of sound, $M$ the averaged Mach number over the cross section, and $K_0$ is given by

$$K_0 = 1 + (1 - i/s)(1 + (\gamma - 1)/\sqrt{Pr})/\sqrt{2}$$

(7)

with $\gamma$ being the ratio of specific heats, $Pr$ the Prandtl number, and $s$ the shear wavenumber

$$s = r \sqrt{\rho_0 \omega/\mu}$$

(8)

where $\rho_0$ is the ambient density, $\mu$ the dynamic viscosity and $r$ is the duct radius. In this work, since the duct cross section is rectangular, the radius is defined as that of a circle with the same circumference as that of the rectangular duct.

Measurement setup

The measurement rig consists of three rectangular ducts, each terminated by a lined expansion chamber, filled with mineral wool. The rig, which is depicted in Fig. 2, was connected to the MWL wind tunnel. The rectangular ducts have the inner dimensions $25\times120$ mm, the walls made of 15 mm thick steel. The T-junction is constructed so that the length of the opening is 25 mm in the grazing flow direction.

The velocity in each branch was tuned by the use of two valves, and monitored via Prandtl-tubes in circular ducts, one put upstream of the lined expansion chamber of branch III but downstream of the valve, and one put upstream of the junction were the flow is separated into the main duct and into the side branch duct. The Mach numbers are calculated by considering the difference in mass flow at the two velocity measurement points, indicated in Figure 2. Since both measurements are conducted in circular ducts, it is possible to use the 1/7th power law [26] to predict the ratio between mean and maximum velocity, which for the Reynolds numbers found in this work are approximately 0.82.

The microphone array on each side consists of four microphones, placed in order for the wave-decomposition to be valid from 100 Hz up to the cut-on of the first non-plane mode in the test rig.

A stepped sine signal is used to map the aeroacoustic response of the T-junction in steps of 12.5 Hz, with a frequency resolution of 1.25 Hz. The measurement time for each loudspeaker and flow velocity case was about two hours, which from experience is short enough to ensure an approximately constant temperature. However to validate this, the temperature was measured in all three branches before and after the measurement, and the maximum increase in temperature was about $2^\circ$C, thus increasing the speed of sound by less than 0.4%.

NUMERICAL METHOD

To calculate acoustic scattering in the duct, the linearized Navier-Stokes equations for the frequency domain [16] are adopted. They are capable of capturing acoustic dissipation due to vorticity shedding, as well as acoustic amplification due to acoustic-vorticity feedback, and should thus be well suited for the phenomena studied here. The equations are here expressed in the form

$$\ddot{\rho}$$

$$\nabla \left( \rho_0 \right) \nabla \ddot{\rho} + \left( \frac{\partial \rho_0 u_0}{\partial x} + \frac{\partial \rho_0 v_0}{\partial y} - i\omega \right) \ddot{\rho} = - \left( \frac{\partial \rho_0 \dot{u}}{\partial x} + \frac{\partial \rho_0 \dot{v}}{\partial y} \right)$$

(9)

$$\ddot{u}$$

$$\nabla^T \left( - \left( \frac{4 \mu}{\rho_0} \begin{bmatrix} 0 \\ \mu \end{bmatrix} \right) \nabla \dot{u} \right) + \rho_0 (u_0 v_0) \nabla \ddot{u} + \rho_0 \left( \frac{\partial u_0}{\partial x} - i\omega \right) \ddot{u} =$$

FIGURE 2: Schematic drawing of the test rig, showing positions of velocity measurements.
two complex amplitudes and two real wavenumbers in Eqn. (3) for the wave-decomposition is made by solving Eqn. (3) for the scat-
ergy. This is a significant limitation which will be dis-
cussed further in the discussion section of this paper. For this reason, an additional duct length of 0.5 m with arti-
ficial viscosity is placed after each duct end. The mean flow is not calculated for this region, instead the values of the mean flow quantities at the duct ends are extended to hold for the entire additional duct. This is done in order to avoid acoustic scattering at the interface.

The sound fields are excited by applying the source terms $F$ in Eqn. (10) and (11) to one duct branch at a time. The maximum for the continuous function for $F$ is set at the interface between the original duct end, and the additional length, and the function is non-zero in a region of 0.05 m in both directions.

The acoustic boundary layers are assumed to have negligible effect on the simulated field. Therefore, a slip condition for the acoustic particle velocity is implemented at all walls.

**Mean flow methodology**

The mean flow is calculated using incompressible RANS equations with $k - \epsilon$ turbulence modeling. Due to computational cost, the computational realm is set to 2D, both for the RANS solution and the acoustic solution. This is a significant limitation which will be discussed further in the discussion section of this paper.

Wall functions [27] are used in two consecutive pre-
steps; first, starting from a uniform inflow velocity profile, the flow is calculated in a duct of 30 m in order to obtain the outlet flow velocity, pressure, turbulence kinetic energy $k$, and the dissipation rate of turbulence energy $\epsilon$. The outlet properties are then used as inlet condition in the main branch $I$, see Fig. 1.

The second step involving wall-functions is a T-
junction mean flow calculation, where the objective is to generate an initial condition of the flow, used to setup calcul-
ations without wall functions. The reason for using the $k - \epsilon$ turbulence model is that it is one of the most com-
mon and simplest turbulence models found in commercial software. The computations are performed in the commercial finite element method code Comsol Multiphysics v4.2.

**Acoustic methodology**

The numerical approach used here to study the T-
junction, are in many aspects similar to the experimen-
tal methods performed. The 3-port scattering matrix is obtained by decomposing three differently excited sound fields, into propagating waves. Once solved for, the scattering matrix obtained from the numerical simulations can be analyzed as if it was determined experimentally. The wave-decomposition is made by solving Eqn. (3) for each duct. Thus, losses are omitted. The input to the resulting non-linear equation system is the cross section average acoustic density (here, 30 equidistant data-points are used for this purpose), at 150 cross sections per duct. The equation system is solved using the MatLab built-in function lsqcurvefit.

In theory, the results obtained using the methodology suggested here, will not be influenced by the end reflec-
tions in the duct. However, for numerical stability rea-
sons, the reflections should be kept to a minimum. For this reason, an additional duct length of 0.5 m with arti-
ficial viscosity is placed after each duct end. The mean flow is not calculated for this region, instead the values of the mean flow quantities at the duct ends are extended to hold for the entire additional duct. This is done in order to avoid acoustic scattering at the interface.

The sound fields are excited by applying the source terms $F$ in Eqn. (10) and (11) to one duct branch at a time. The maximum for the continuous function for $F$ is set at the interface between the original duct end, and the additional length, and the function is non-zero in a region of 0.05 m in both directions.

The acoustic boundary layers are assumed to have negligible effect on the simulated field. Therefore, a slip condition for the acoustic particle velocity is implemented at all walls.

**Computational domains**

For the RANS calculations of the T-junction, each main branch is 1.5 m long, while the sidebranch length is 1 m. The pre-study with applied wall-functions, used to obtain an initial condition, is calculated on an unstruc-
tured mesh consisting of linear triangular elements, the largest with a size of 5 mm. At the edges the element size was set to 0.109 mm, and the maximum element growth rate was 1.3.

For the calculations without wall-functions the mesh near the wall was refined. In the wall normal direction, the mesh consisted of 25 linear quadrilateral elements ranging from a height of 30 $\mu$m (closest to the wall) to 50 $\mu$m, see Fig. 3. The $y+$ value based upon the center of a wall adjacent element was expected to be below unity for all walls. The obtained $y+$ value was 0.5 and below everywhere except in a 2 mm proximity of the T-junction edges, where $y+$ as high as 2.8 was found. For one flow-
case the mesh was refined in order to study the mesh conver-
genre. In the refined mesh, the number of elements closest to the wall was increased from 25 to 40. How-
ever, the maximum $y+$ value was only lowered to about 2.7. For both meshes, the remaining domains consisted of unstructured linear triangular elements, with a maxi-
RESULTS
In this paper we have chosen to limit the number of scattering matrix elements shown, in order to have room for all flow combinations investigated.

Measurements conducted
The grazing-bias flow combinations presented in this paper consists of
A Zero mean inflow (in towards the T-junction) in the sidebranch, (referred to as bias flow). The mean inflow Mach number in branch I (from now on referred to as the grazing Mach number), see Fig. 1, was for this case varied between 0.05 to 1.25, in steps of 0.0125.
B Constant grazing Mach number of 0.1. The bias inflow Mach number was varied from 0 to 0.05 in steps of 0.01.

Calculations performed
In this paper, three different mean flow cases are calculated, all with a grazing flow of Mach 0.1. The flow cases consist of
C Zero bias flow
D Mach 0.01 bias inflow (in towards the T-junction)
E Opened ends at both branch II and III

Measurement results
The experimentally determined scattering matrix element $T_{I,III}$ is shown in Fig. 5 for flow combinations A, and in Fig. 6 for flow combinations B.

Calculation results
The velocity magnitude obtained using the original mesh, see Fig. 3, is shown in Fig. 7 for flow combination C, while flow combinations D and E are shown in Fig. 8 and Fig. 9 respectively.

The calculated scattering matrix element $T_{I,III}$ is shown in Fig. 10 for all flow combinations C and E, where it is compared to the experimental result obtained at flow combination C. In Fig. 11 the calculated and the measured scattering matrix element $T_{I,III}$ is shown for flow case D.

DISCUSSION
The experimental results show that the magnitude of amplification and dissipation regions, is strongly influenced by both grazing and bias Mach numbers. Comparing with experiments performed on ducts with circular...
FIGURE 5: Magnitude of the transmission from branch I to branch III, as function of the Strouhal number for various grazing Mach numbers.

FIGURE 6: Magnitude of the transmission from branch I to branch III, as function of the Strouhal number for a grazing Mach number of 0.1 and various bias Mach numbers.

cross sections [7], these regions are stronger for the rectangular duct. This is likely due to a stronger velocity gradient in the shear layer across the junction. The influence of the momentum thickness on the stability of an inviscid parallel free shear layer was described by Michalke [28], the shear layer having the shape of a hyperbolic-tangent velocity profile. A quick glance at the calculated velocity fields presented in this paper, shows that the shear layer over the junction differs in shape between the three different flow cases. Thus, the results in [28] does not generally apply to the T-junction. If the amplitude and frequency are to be normalized into non-dimensional numbers, valid for a wide range of flow combinations and geometries, a large amount of these cases must first be studied. One possible way to obtain enough data is to perform RANS calculations for a wide range of parameters, and validate a few of them experimentally. A main point of this paper is therefore to address the possibility to use 2D RANS in these studies.

The RANS mesh refinement results indicate that the quality of the mean flow solution is crucial for the acoustic results. Whether or not this quality can be achieved with 2D RANS remains an open question. Inspecting the comparison between experiments and calculations, there is good agreement up to a certain Strouhal number, beyond which the calculations predict an amplification region several times that of the experimental result. A possible reason for this is differences in the upstream velocity profile, caused by 3D-effects in the experiments. For
instance, rectangular duct flows are subject to secondary flows in the corners [26].

The calculation result for the open end shows an amplification which agrees surprisingly well with the result of the experiments for zero bias flow and Mach 0.1 grazing flow. If there was a leak in the sidebranch during the experiments, a small outflow of Mach 0.01 could exist in the sidebranch, while the air was quiescent at the Prandtl tube measurement point, some distance away. Another, perhaps more likely reason is that bias outflow has been observed to dampen the amplification regions [7], which here would mean that the overprediction of the amplification in the calculated result is dampened to fit the experiments at zero bias flow.
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ABSTRACT

In this paper, the influence of an sawtooth insert on the pulsations measured in a double side-branch pipe system is investigated. The single-vortex approach, a basically two dimensional method to compute the generated acoustic power, is extended to include basic three dimensional effects. On the other hand, experimental results measured in a flow test rig with a good whistling double-side branch system without and with sawtooth inserts are presented. Yet the model is a crude approximation accounting only partially for the three dimensional effects, it gave a reasonable indication of both the frequency shift and the decrease in amplitude due to the inserts.

INTRODUCTION

The goal of this study is to investigate the effect of inserts at T-joints on Flow-Induced Pulsations. In gas transport pipe systems, Flow-Induced Pulsations can for example occur when a grazing flow is grazing on a closed side branch. This kind of situations is typically found in metering or mixing stations in natural gas transport and distribution networks, and at the connection of anti-surge lines in compressors. These pulsations can induce large forces on the piping, in some cases resulting in pipe failures. The geometry of the Tee connection is critical for the amplitude of the source. It has for example been demonstrated [1, 2] that a connection with rounded edges can produce larger flow-induced pulsations than a connection with sharp edges.

When this problem is foreseen at the design phase, it is possible to search for remedies, for example by detuning the acoustical resonator by modifying the pipe routing and the pipe length. In some cases, it is also possible to reduce the pulsation sources. Indeed, Tee connections in gas transport systems are sometimes equipped with gratings, grids, or with so-called ”scraper guides”, which are meant to guide the cleaning device (pig) towards the export piping. The motivation of this study was to investigate the effect of various inserts at Tee connections on the pulsation, so that the best choice can be made to avoid or reduce pulsations. In this article, we focus on one single type of insert, with a sawtooth upstream edge, which is expected to destroy the coherence of the vorticity in the opening and thus to reduce the source strength. Furthermore an attempt is presented to extend the single-vortex method to include some three-dimensional effect.

In next section, the basic mechanisms of flow-induced pulsations in a closed side branch are reminded. Then, the pseudo three dimensional approach is described. Last, the experimental setup is presented and the results are discussed.

MECHANISM OF FLOW-INDUCED TONAL NOISE IN CLOSED SIDE BRANCH SYSTEMS

Pulsations in a pipe system with closed side branches is generated by the instability of the shear layers separating the main flow from the stagnant fluid in the side branch(es). The instabilities are triggered by the acoustic oscillation and result into the formation of discrete vortices. The acoustic oscillation frequencies correspond to acoustic resonances of the system which are close to the resonances predicted without flow.

One general condition for acoustic oscillations to occur is that a resonance frequency of the pipe system should coincide with a frequency range of energy pro-
duction of the flow instabilities at the Tees. In this case, distinct tones are observed close to the resonance frequencies of the piping. These pulsations are furthermore observed to collapse around certain optimal Strouhal numbers $Sr = f D_{sb} / U$ based on the diameter $D_{sb}$ of the side branch and on the flow velocity in the main pipe. The Strouhal number of maximum pulsation amplitude depends on the geometry and the flow path. In figure 1, the different combinations of acoustic resonances with main flow direction are given. For resonances in side branches due to a flow on the main pipe (modes a2 and a3), typical values for the Strouhal number are around $Sr = 0.5$. See for example Tonon et al. [3] for a review of flow-induced pulsations in pipe systems.

**FIGURE 1:** Definition of source configurations in T-joints, based on the mean flow and the acoustic field [4].

**PSEUDO-THREE DIMENSIONAL MODEL FOR SOURCE STRENGTH AT TEE-JOINTS**

In this section, a simple model is presented to evaluate some of the three-dimensional effects involved at the Tee-joints. It is based on summing-up the acoustic source contributions of streamwise strips of the opening of the side branch in the main pipe. For each strip, a two-dimensional approach to the problem is used. In figure 2, the crosswise discretization in twenty strips is illustrated for the standard Tee without insert. The computations are actually done with a discretization in fifty strips.

**FIGURE 2:** Crosswise discretization in 20 strips of the Tee-joint opening. Each red area represents the area of the strip while the light blue line represents the 2D geometry used for the computation of each strip.

For each strip, the time-averaged power of the acoustic source is computed using the formula suggested by Howe [1, 5] for low Mach number flows. This formula enables the computation of the sound power generated by a compact vortex traversing an acoustic field:

$$P = -\rho \int_V \langle (\vec{\omega} \wedge \vec{v}) \cdot \vec{u}_{ac} \rangle d\vec{y},$$  

(1)

with $\langle \rangle$ denoting the averaging over one acoustic period, $\vec{u}_{ac}$ the acoustic velocity, $\vec{\omega}$ the vorticity vector and $\vec{v}$ the total velocity.

To evaluate this formula, a crude single-vortex approximation is used. It is assumed that all the vorticity shed at the separation point (the upstream edge) is accumulated in a single vortex shed every acoustic period. The vortex is assumed to follow a straight path $p_{vortex}$ between the upstream and downstream edges of the orifice at a convection velocity equal to half the main-flow velocity. This approximation holds for low to medium acoustic amplitudes, but will fail for very large amplitudes, when the vortex path becomes longer. To compute the acoustic field, with is locally incompressible at low frequencies, the Laplace equation is solved with a conformal mapping technique. The Svartz-Christoffel transformation is used here. It can be analytically solved for simple geometries, or numerically for more complicated configurations. For each geometry, two geometries are considered, corresponding to the a2 and a3 modes (see figure 1).

An example of the potential field in the opening of a standard Tee is given in figure 3. In this figure, the streamlines and potential lines of the acoustic field are plotted, as well as the path of the vortex (red dotted line).
and the acoustic velocity along this path (plain red line).

In figure 4, the power computed with the 2D single-vortex method for an equal-diameter Tee is plotted. Both the a2 and a3 modes are presented. In this figure, the power is nondimensionalized with \( \frac{1}{2} \rho U_0^2 q_{ac} \), where the acoustic flux \( q_{ac} \) is defined as \( \int_{P_{vortex}} u_{ac} dy_1 \). In frequency ranges where \( P > 0 \), sound production by the shear layer is possible. The curves are plotted thicker in these regions in the figure. As expected, the shear layer only absorbs acoustic energy at low frequency, and starts to be a source for larger frequencies. For this purely 2D computation, the first two regions of possible noise production are centered around Strouhal numbers of 0.35 and 0.76.

In figure 5, the power computed with the pseudo 3D method (as the sum of the contribution of all the strips) is plotted. In this figure, the acoustic flux \( q_{ac} \) is defined as \( \int_{S_{op}} u_{ac} dy_1 dy_2 \), with \( S_{op} \) the area of the opening. Note important differences between the 2D computation of figure 4 and the pseudo 3D computation of figure 5. The Strouhal number of the production regions increase, while the amplitude of the produced power decreases. Both effects are due to the loss of coherence between the sources due to the different strips. The first effect is usually accounted for, when using a 2D method for 3D circular pipes, by replacing the diameter \( D \) by an effective diameter \( W_{eff} = \frac{\pi}{4} D \). Using a purely 2D method, it is not possible to account for the reduction of amplitude. For this geometry, the effect is limited, but it becomes larger when opening has large length variations in the streamwise direction. This is the case for some of the inserts used in the experiments reported in this paper. For example, the pseudo 3D approach has been used to compute the acoustic power from the shear layer in a Tee joint with a sawtooth insert, as illustrated in figure 6.

However, it should be kept in mind that this approach does not account for all the three-dimensional effects, both on the acoustic point of view as on the hydrodynamic point of view. Indeed, the acoustic field is computed for each slice in the crosswise direction independently from the other slices. Furthermore, for the sake of simplicity, the diameter of the main pipe is taken identical for all the slices. A more accurate method would require solving the 3D Laplace equation for the locally incompressible acoustic field, which is a simple task. On the hydrodynamic point of view, the assumption that vortices travel at
FIGURE 6: Non-dimensional acoustic power computed with the pseudo 3D single-vortex method for Tee with sawtooth insert.

FIGURE 7: Photograph of the double side branch resonator, showing the pressure transducers mounted at the closed end of the side branches.

FIGURE 8: Sketch of the experimental setup and pressure standing wave for the second acoustic mode.

a constant speed along a rectilinear path between the upstream and downstream edge of each slice is very crude, since discontinuities in the upstream edge are expected to destroy the crosswise coherence and to push upwards or downwards parts of the remaining vortex tube. These two effects would typically occur for a sawtooth upstream edge.

**EXPERIMENTAL SETUP**

A photograph of the experimental setup is given in figure 7. The flow through the main pipe is maintained by a high pressure supply system. The pressure in the pipe is atmospheric and the flow is controlled by a regulation valve. An expansion chamber muffler is located upstream of measuring section to reduce the noise due to the control valve.

**Resonator configuration**

For the tests, a double-side branch system configuration combining a good acoustic resonator to sources located at optimal location has been chosen. The main pipe has a diameter of 52.5 mm and the side branches have a diameter of 46.9 mm. The two side branches have equal length $L_{sb} = 0.21$ m and are separated on the main pipe at a distance equal to $2L_{sb} = 0.42$ m. The upstream and downstream pipes are also 0.42 m. Both the upstream and downstream pipes are connected via a 2”x3” reducer to a muffler.

Let us consider the acoustic resonator consisting of the two side branches and the main pipe between these two. In this configuration, the pressure nodes for the standing wave at the second acoustic mode (one wave length fitting exactly between the two closed ends of the side branches), are located exactly at the Tee connections on the main pipe. This is illustrated in figure 8. Since these points are also the connection of the resonator to the rest of the system, this mode does not dissipate acoustic energy to the rest of the piping. This is also true for all other $L_{sb} = n\lambda / 4$ modes, with $n$ integer larger or equal than 1.

In this configuration, the sources are located at maxima of acoustic velocity, where they couple the most efficiently with the acoustic resonator [3]. Furthermore, the T-joints are rounded at the upstream edges and the downstream edges are sharp. This configuration was chosen to increase the amplitude of the Flow-Induced Pulsations.

This configuration can thus been seen as a worst-case scenario for Flow-Induced Pulsations. This was chosen in order to ensure good quality, reproducible measurements.
Instrumentation

The sound in the resonator is measured with pressure transducers located at the closed ends of the side branches. Since pressure maxima are located at the pipe ends, the pressure measured there is also the amplitude of the standing waves at the resonances. The flow rate is measured by means of a mass-flow meter upstream of the control valve. The pressure and temperature of the gas are monitored continuously. The flow velocity is computed with the density ratio between the location of the flow meter upstream of the control valve and the test section.

Inserts

A series of inserts have been tested. The geometry of the inserts range from scaled down scrapper guides to geometries meant to understand the physical phenomena. The inserts were produced with a rapid-prototyping system, allowing for production of complicated geometries at this small scale. In figure 9, a sketch of the sawtooth insert, for which the results are reported in the following, is presented.

EXPERIMENTAL RESULTS AND DISCUSSION

In figure 10, the pressure amplitude measured in the side branches in the basis configuration (no insert) is plotted as function of the Mach number. The pressure is made non-dimensional as \( \frac{p'}{\rho c U} = \frac{u'}{U} \), with \( u' \) the amplitude of the acoustic velocity in the Tee. As expected, tones are observed at close-to discrete frequencies, corresponding to odd multiples of the quarter-wavelength resonance frequency of the side branch. All the tones are also concentrated around two Strouhal numbers (\( Sr = 0.46 \) and \( Sr = 1.1 \)). The length \( L \) used here to compute the Helmholtz number \( He \) is the distance from the opening to the end of the side branch: \( L = L_{sb} - D_{pipe} / 2 \).

In figure 11, the same data measured with the sawtooth inserts installed in both Tee connections are plotted. It appears that the amplitude of the tones is reduced by a factor 2. Furthermore, the tones only occur in one range of Strouhal numbers. This range is around \( Sr = 0.7 \), but wider than without insert.

This is more apparent in figure 12, where the non-dimensional amplitude measured both without and with the inserts is plotted versus the Strouhal number.

In table 1, the results of the experiments in terms of Strouhal numbers of the peaks are summarized, and compared to the whistling Strouhal number predicted by the pseudo 3D single vortex approach. For the model, the strength and the Strouhal number of the strongest mode (mode a3) are summarized. The strength cor-
FIGURE 12: Plot of the non-dimensional pressure measured in the side branches without insert (blue circles) and with the sawtooth inserts (red stars) versus the Strouhal number.

responds to the non-dimensional time-averaged acoustic power $P^*/(1/2 \cdot \rho \cdot U_0^2 \cdot q_{ac})$. For the experiments, the reported amplitude is the non-dimensional amplitude $p^*/(\rho c U_0) = u^*/U_0$.

The measured amplitude ($u^*/U_0$ between 0.07 and 0.24) correspond to moderate to large pulsation amplitudes [1, 3].

In this amplitude range, the single vortex assumption used in the model is reasonable. However, the assumption that the path of the vortices is not influenced by the acoustic field becomes questionable for $u^*/U_0 > 0.1$. The strength of the sources and the amplitude of the pulsations are not directly related in this case, as the amplitude also depends on the losses, which are subject to different mechanism depending on the amplitude range.

Given all the limitations of the model, particularly not including three dimensional deformation of the vortex tubes as expected at these amplitudes, the match between the model and the experimental results is surprisingly good. The model can help predict the effect of the insert on the frequency range of the whistling, and if the insert has a positive or a negative effect on the amplitude. To have a better evaluation of the effect of the inserts on the amplitude, one should also include the modification of the damping due to the inserts.

CONCLUSIONS

In this paper, an experimental investigation of effect of inserts in Tee connections on Flow-Induced Pulsations is presented. The choice of the resonator reproduces a worst-case pulsating gas transport pipe system and enables reproducible measurements. The results show that a sawtooth insert can at best reduce the amplitude of the pulsations, but not completely prevent the pulsations. Furthermore, the pseudo three-dimensional model based on single-vortex formulation of Howe’s formula provides a reasonable prediction of the effect of this insert.
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**TABLE 1**: Comparison of the Whistling behaviour without and with insert, as measured and predicted by the pseudo three dimensional approach.

<table>
<thead>
<tr>
<th></th>
<th>Model</th>
<th>Experiments</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Standard Tee without insert</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1&lt;sup&gt;st&lt;/sup&gt; Peak</td>
<td>0.50 [0.38–0.65]</td>
<td>0.56</td>
</tr>
<tr>
<td></td>
<td>0.46 [0.40–0.62]</td>
<td>0.24</td>
</tr>
<tr>
<td>2&lt;sup&gt;nd&lt;/sup&gt; Peak</td>
<td>1.01 [0.90–1.13]</td>
<td>0.11</td>
</tr>
<tr>
<td></td>
<td>1.1 [0.90–1.2]</td>
<td>0.07</td>
</tr>
<tr>
<td><strong>Tee with sawtooth insert</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1&lt;sup&gt;st&lt;/sup&gt; Peak</td>
<td>1.12 [0.75–1.53]</td>
<td>0.11</td>
</tr>
<tr>
<td></td>
<td>0.70 [0.60–0.96]</td>
<td>0.12</td>
</tr>
<tr>
<td>2&lt;sup&gt;nd&lt;/sup&gt; Peak</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>
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ABSTRACT
This paper experimentally investigates the acoustic properties of an orifice with bias flow under medium and high sound level excitation. The test included no bias flow and two bias speeds for three different frequencies. Experimental results are compared and discussed with theory. It is shown that bias flow makes the acoustic properties much more complex compared to theory and with the no bias flow case, especially when velocity ratio between acoustic particle velocity and mean flow velocity is near unity.

NOMENCLATURE

\( c \) Speed of sound
\( C_c \) Discharge coefficient
\( d \) Orifice diameter
\( D \) Diameter of pipe
\( J \) Bessel function
\( l \) Variable effective length
\( l_w \) Orifice thickness
\( l_0 \) End correction on one side of orifice
\( L \) Jet length
\( M_b \) Bias flow Mach number
\( M_g \) Grazing flow Mach number
\( k \) Wave number
\( K_R \) Rayleigh conductivity
\( U \) Mean flow velocity in the orifice
\( V \) Acoustic particle velocity in the hole
\( Z_R \) Acoustic resistance
\( Z_i \) Acoustic reactance
\( Z \) Acoustic impedance
\( \beta \) \( =d/D \)
\( \mu \) Adiabatic dynamic viscosity
\( \nu \) Kinematic viscosity
\( \omega \) Radian frequency
\( \rho_0 \) Air density
\( \sigma \) Porosity
\( \tau \) Time for ejection of air flow orifice

Superscripts
^ Denotes a peak value

Subscripts
\( u \) On source side of orifice
\( d \) On downside of orifice
\( + \) Mean flow direction
\( − \) Opposite direction of mean flow
1,2 Microphones on source side
3,4 Microphones on the downstream side

INTRODUCTION
Orifice plates and perforates appear in many technical applications where they are exposed to a combination of high acoustic excitation levels and either grazing or bias flow or a combination. Examples are automotive mufflers and aircraft engine liners. Taken one by one the effect of high acoustic excitation levels, bias flow and grazing flow are reasonably well understood. The nonlinear effect of high level acoustic excitation has for instance

*Address all correspondence to this author.
been studied in [1–11]. It is well known from this literature that perforates can become non-linear at fairly low acoustic excitation levels. The non-linear losses are associated with vortex shedding at the outlet side of the orifice or perforate openings [9, 10]. The effect of bias flow has for instance been studied in [12–17]. Losses are significantly increased in the presence of bias flow, since it sweeps away the shed vortices and transforms the kinetic energy into heat, without further interaction with the acoustic field. Grazing flow has also received a lot of attention see for instance [18–24]. The combination of bias flow and high level acoustic excitation has been discussed and studied in [25] and some experimental investigations have been made in [26]. Luong [25] derived a simple Rayleigh conductivity model for cases when bias flow dominates and no flow reversal occurs.

The purpose of the present paper is to make a detailed experimental study of the transition between the case when high level nonlinear acoustic excitation is the factor determining the acoustic properties to the case when bias flow is most important. As discussed in [25] it can from a theoretical perspective be expected that this is related to if high level acoustic excitation causes flow reversal in the orifice or if the bias flow maintains the flow direction. Acoustic properties, such as impedance, Rayleigh conductivity and absorption coefficient are discussed.

**Semi-empirical impedance model**

Starting for instance from [4] a number of semi-empirical models have been developed to include the effect of high level acoustic excitation, grazing flow and bias flow have been suggested. One example is the model presented in [8] where the normalised impedance of a perforate is expressed as

\[
Z_R = \text{Re}(\frac{ik}{\sigma C_c} [\frac{l_w}{(\mu' \mu)} + \frac{\delta_v}{F(\mu)} f_{int}]) + \frac{1}{\sigma} [1 - \frac{2J_1(kd)}{kd}]
\]

\[+(\frac{1 - \sigma^2}{\sigma^2 C_c^2}) \frac{1}{2c} \frac{\dot{\hat{V}}}{M_g} + \frac{0.5}{\sigma} M_g + \frac{1.15}{\sigma C_c} M_b \]  

(1)

\[
Z_I = \text{Im}(\frac{ik}{\sigma C_c} [\frac{l_w}{(\mu' \mu)} + \frac{0.5d}{F(\mu)} f_{int}]) - \left(\frac{1 - \sigma^2}{\sigma^2 C_c^2}\right) \frac{1}{2c} \frac{\dot{\hat{V}}}{3}
\]

\[-\frac{0.3}{\sigma} M_g \]  

(2)

where \(Z_R\) is the normalized resistance and \(Z_I\) is the normalized reactance, \(k\) is the wave number, \(\sigma\) is the porosity (percentage open area), \(C_c\) is the discharge coefficient, \(l_w\) is the plate thickness, \(\mu\) is the adiabatic dynamic viscosity, \(\mu' = 2.179\mu\) is the dynamic viscosity close to a conducting wall, \(v = \mu / \rho_0\) is the kinematic viscosity, \(J\) is the Bessel function, \(d\) is the hole diameter, \(c\) is the speed of sound, \(M_g\) is the mean flow Mach number grazing to the liner surface, \(M_b\) is the bias flow Mach number inside the holes of the perforate and \(\dot{\hat{V}}\) is the peak value of the acoustic particle velocity in the hole. The rest of the parameters are defined as

\[
K = \sqrt{\frac{-i\omega}{\nu}} \]  

(3)

\[
F(\mu) = 1 - \frac{4J_1(Kd/2)}{Kd - J_0(Kd/2)} \]  

(4)

\[
\delta_v = 0.2d + 200d^3 + 16000d^3 \]  

(5)

\[
f_{int} = 1 - 1.47\sqrt{\sigma} + 0.47\sqrt{\sigma^3} \]  

(6)

Using Eqn. (1) and Eqn. (2) the magnitude of the terms related to high level nonlinear effects and bias flow, as well as grazing flow, can be compared. It should be noted that these terms are based on studies of the effect of nonlinearity and flow separately and not simultaneously.

**The Cummings Equation**

Consider orifice with bias flow, one of the most important models to study the acoustic properties is Cummings [6] empirical equation. It is based on Bernoulli equation for unsteady flow, which in [25] is written as

\[
\bar{\hat{I}}(t) \frac{dV}{dt} + \frac{1}{2C_c^2} (U + V)|U + V| = \frac{P_0 + d\hat{P}_e^{tot}}{P_0} \]  

(7)

where \(P_0\) is the steady pressure drop; \(d\hat{P}_e^{tot}\) is the sound pressure difference over the orifice; \(\bar{\hat{I}}(t)\) is variable effective length of the fluid plug in the hole; \(V\) is oscillating velocity averaged over the plane of the orifice; \(U\) is the mean bias flow velocity in the orifice. For irrotational flow, the length \(\bar{\hat{I}}(t)\) is \(2l_0 + l_w\), where \(l_0 \approx (\pi/8)d\) is the end-correction on one side of the orifice plane. When a jet is form it, according to Cummings [6] becomes a function of the effective length \(L\):

\[
L(\tau) = \int_{0}^{\tau} |U + V| dt \]  

(8)
where the time $\tau$ is measured from the previous flow “changeover” during the sign of $U + V(t)$ is constant. The empirical coefficient $\varepsilon = \tilde{I}(t)/L_0$, where $L_0 = 0.425d + l_w$ in [6] is the maximum possible lost end correction, were expressed as

$$\varepsilon = 1 - [1 + (L/d)^{1.585}/3]^{-1} \quad (9)$$

This function is a little different in [25] when considering cases with bias flow. In the paper the effective length is divided into two parts: where the end correction on the inflow side remains constant as $l_0$ but on the outflow side decreases according to the jet length, as follows

$$\tilde{I}(t) = l_0 + \frac{l_0 + l_w}{1 + (L/d)^{1.585}/3} \quad (10)$$

Thus, in the cases of $U \gg \hat{V}$, Cummingss equation can be expressed as

$$\tilde{I}(t) \frac{dV}{dt} + \frac{V}{C_c^2} \left(U + \frac{\hat{V}}{2}\right) = \frac{dP_{e^{i\omega t}}}{\rho_0} \quad (11)$$

here $\tilde{I}(t) \to l_0$ for the jet length is large enough. At high frequency ($\omega R/U > 1$), $I(t)$ revert to the value $2l_0 + l_w$, for unsteady volume flux through the aperture causes pulsations in the jet cross-sectional area in or just downstream of the aperture. Using an effective hole thickness $(l)$ which can vary between $l_0$ and $2l_0 + l_w$ we get a normalized impedance

$$Z = \frac{d\hat{P}}{\rho_0 c\hat{V}} = ikl + \frac{U}{cC_c^2} + \frac{\hat{V}}{2\pi C_c^2} \quad (12)$$

This gives a Rayleigh conductivity

$$K_R = \frac{ik\pi R^2}{Z} = \frac{\pi R^2}{l} \frac{\omega l/U}{(\omega l/U) + \frac{1}{C_c}(1 + \frac{\hat{V}}{2U})} \quad (13)$$

If this is linearized a Rayleigh conductivity model was in [25] developed as

$$K = \frac{K_0(\omega l/U)}{(\omega l/U) + \frac{i}{C_c^2}} \quad (14)$$

where $K_0 = \pi R^2/l$, $l = 2l_0 + l_w$

**EXPERIMENTAL SETUP**

The experimental configuration is illustrated in Fig. (1). The test object was an orifice plate with 3 mm thickness and 6 mm hole diameter. The orifice plate was mounted in a rigid tube with a diameter of 40 mm. On the left hand side, a high quality loudspeaker was mounted as the excitation source. Pure tone excitation was used and it was checked make sure that nonlinear harmonics generated at the loudspeaker were sufficiently small. Two microphones (1-4) were mounted on each side of the sample so that we could use two-microphone wave decomposition to identify the sound wave components on each side.

In order to get the mean flow velocity passing through the orifice, two steady pressure sensors (1) (2) were mounted to measure the steady pressure drop $\Delta P$. The calculation is according to ISO5167-1:2003 [27], as follows

$$U = C_c \sqrt{\frac{2\Delta P}{\rho_0(1 - \beta^4)}} \quad (15)$$

where $\beta = d/D$. According to [27] the discharge coefficient $C_c$ should be a function of $\beta$, Reynolds number and etc.. Here we suppose it is 0.75 recommended by Cumings [6]. In the study we consider two mean flow cases: one is with $\Delta P = 14$ Pa and the mean flow velocity in the orifice is 3.65 m/s; the other is $\Delta P = 40$ Pa and the mean flow velocity is 6.17 m/s.
Under the plane wave assumption, sound wave components on both sides the orifice can be expressed as

\[
\begin{bmatrix}
    P_{u+} \\
    P_{u-}
\end{bmatrix} = \begin{bmatrix}
    e^{ik_+d_1} e^{-ik_-d_1} & 1 \\
    e^{ik_2d_2} e^{-ik_-d_2}
\end{bmatrix}^{-1} \begin{bmatrix}
    P_1 \\
    P_2
\end{bmatrix}
\] (16)

\[
\begin{bmatrix}
    P_{d+} \\
    P_{d-}
\end{bmatrix} = \begin{bmatrix}
    e^{ik_2d_3} e^{-ik_1d_3} & 1 \\
    e^{ik_2d_2} e^{-ik_1d_2}
\end{bmatrix}^{-1} \begin{bmatrix}
    P_3 \\
    P_4
\end{bmatrix}
\] (17)

where \( k = \omega / c \), \( M = U / c \), \( k_+ = k / (1 + M) \), \( k_- = k / (1 - M) \). With acoustic waves amplitudes \( P_{u+}, P_{u-}, P_{d+}, P_{d-} \), the oscillating velocity in the orifice \( \hat{V} \) and acoustic properties, such as normalized impedance \( Z \), Rayleigh conductivity \( K_R \) can be given as

\[
\hat{V} = \frac{P_{u+} - P_{u-}}{\rho_0 c \sigma}
\] (18)

\[
Z = \frac{P_{u+} + P_{u-} - P_{d+} - P_{d-}}{\rho_0 c \hat{V}}
\] (19)

\[
K_R = 2R \cdot \frac{ik \cdot \pi R/2}{Z}
\] (20)

RESULTS AND DISCUSSION
Effects of in incident pressure level

Fig. (2) shows the acoustic particle velocity for different levels of pressure difference over the orifice. The nonlinear behavior at higher levels of excitation can be clearly seen. The corresponding normalized impedance is shown in Fig. (3), and we can see the non-linearity at fairly low acoustic excitation levels. Instead plotting the Rayleigh conductivity makes the curves for different frequencies collapse, as can be seen in Fig. (4). The real part approaches the value \( K_0/2R = 0.61 \) at low levels. The real part decrease when the inverse Strouhal number is near 1 and goes to a very low value at high inverse Strouhal numbers; while the imaginary part first increases and reaches a maximum at an inverse Strouhal number around 1.5.
It can be seen from Fig. (5) that dividing the normalized impedance by the Helmholtz number makes the curves for different frequencies collapse which is consistent with the result for the Rayleigh conductivity. There is also a fairly good agreement between experimental resistance and the results from both the Elnady and Cummings models. These two models for the resistance only differs on two points: The Cummings model does not include any linear resistance term and the slope of the nonlinear term is reduced by a factor $1 - \sigma^2$ in the Elnady model compared to the Cummings model. The slope can in both models be changed by choosing another value for the discharge coefficient. Here the discharge coefficient has been set to 0.75 for both models. For the reactance term there is a reasonable agreement between experimental results and the Elnady model at lower inverse Strohal numbers. Higher up the model does not catch the fact that the reactance does not continue to decrease with the increase in particle velocity. The Cummings model, as it is presented in Eqn. (12) does not include any nonlinear effect on the reactance term. In the article by Cummings [6] it is however discussed that the reactance may vary with time and with the effective jet length caused by the high level acoustic excitation. The effective thickness would at low acoustic levels take the value $l = l_w + 2l_0$ and would then decrease at higher acoustic excitation levels. It can be seen that this agrees fairly well with the results in Fig. (5), the experimental reactance results start close to the curve for effective thickness $l = l_w + 2l_0$ and approaches the curve for effective thickness $l = l_w$ at high acoustic excitation levels.

When there is a flow through the orifice the acoustic properties become more complex. Fig. (6) shows the normalized impedance as a function of the ratio of oscillating velocity to flow velocity. We divide the results into three parts according to the value of the velocity ratio: much less than unity (I), near unity (II) and much larger than unity (III). The resistance reduces as the velocity ratio increases in region I, has a minimum in region II and then increases in region II where the acoustic particle velocity dominates the behavior. The reactance has a more complex behavior and can either initially increase or decrease with increasing velocity ratio in region I. It then has a minimum in region II and the increases in region III to finally approach a constant value at high velocity ratios.

In the conclusions of [25] it was mentioned that the Rayleigh conductivity for the case without flow reversal ($\bar{V} \ll U$) should approach the result in Eqn. (14). In order to check this experimental results for the Rayleigh
FIGURE 7: Normalized impedance in the orifice as a function of ratio between a acoustic particle velocity and mean flow velocity ($U=6.17 \text{ m/s}$)

FIGURE 8: Rayleigh conductivity plotted against flow Strouhal number $\omega R / U$

conductivity has been compared to the model results. Fig. (8) shows the Rayleigh conductivity plotted against flow Strouhal number ($\omega R / U$). This means that at each Strouhal number there are a number of experimental data points representing different acoustic particle velocity levels. It can be seen that the Rayleigh conductivity does not exhibit a linear behavior since the results vary with acoustic excitation level at each flow Strouhal number point. The agreement with the model result is also not very good. It can be seen that by varying the effective hole thickness results of the right order of magnitude can be obtained but it seems that the Rayleigh conductivity has a more complicated dependence on both mean flow velocity and acoustic excitation level than indicated by Eqn. (14).

CONCLUSIONS

An experimentally study of the acoustic properties for an orifice plate under high acoustic excitation levels and bias flow conditions has been made. Comparisons have been made with a semi-empirical impedance model [7, 8] and the Cummings model as described in [25]. It was seen that without bias flow there is a reasonably good agreement between model results and measurements for the resistance. For the reactance the model according to [7, 8] catches the initial decrease with increasing excitation level but not the subsequent behavior at high excitation levels. The Cummings [6] model as described in [25] discusses the possibility of an end correction which varies with both bias flow and high level acoustic excitation. It can be seen that the measured reactance is within the range predicted by the suggested variations in end corrections. For the case with bias flow three regions were identified in terms of the ratio between acoustic particle velocity and mean flow velocity being: (I) smaller than unity, (II) around unity and (III) larger than unity. For region I there was a decrease in resistance and a variation in reactance with velocity ratio. In region II both parts of the impedance had a minimum. In region III resistance increases while the reactance first has an increase and the approaches a constant value. Compared with experimental data, it seems neither the Elnady nor the Cummings model gives a good prediction result since the nonlinear acoustic mechanism with bias flow is much more complex than that without. In [25] it was predicted that the Rayleigh conductivity would go to the linearized value according to Eqn. (14) for cases when the acoustic particle velocity is smaller than the mean flow velocity in the orifice so that no flow reversal occurs. Comparisons with experimental results shows that this is not the case there is still a nonlinear variation in Rayleigh conductivity even when the velocity ratio is small.
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ABSTRACT
A series of out-reactor flow tests has been carried out with a prototypical 42-element De-Mountable-Element (DME) CANDU®-type fuel bundle in the Chalk River VIBFLO loop, in order to assess the vibration and pressure-drop characteristics of the new bundle in flow and compare them to those of a standard 36-element DME bundle. Vibration amplitudes and frequencies of selected fuel elements at various flow rates were measured by displacement probes mounted on an acrylic flow tube surrounding the fuel bundle and with accelerometers mounted on the test bundle itself. Measured root-mean-square (RMS) displacement values were typically of the order of 5 µm, comparable to those from previous tests with stand-alone fuel elements. Somewhat higher vibration levels – and more defined response peaks – were observed for one of the fuel elements; this difference was related to larger than-expected clearances between the element and its mount(s). Based on a comparison between results from the reference 36-element and prototypical 42-element DME fuel bundles in the test rig, the vibration levels and pressure drop associated with the prototypical DME bundle were acceptable, and from that point of view, the bundle was judged to be suitable for irradiation testing in the NRU reactor loops.

NOMENCLATURE
CANDU® CANada Deuterium Uranium
DME De-Mountable Element
FIV Flow-Induced Vibration
NRU National Research Universal
PWR Pressurized Water Reactor
RMS Root Mean Square
VIBFLO VIBration in FLOw

INTRODUCTION
CANDU® pressurized heavy water reactors use cylindrical fuel bundles, approximately 500 mm long and 100 mm in diameter that contain individual fuel elements held together by two circular endplates. Primary coolant is pumped through the fuel channels that contain the bundles, at a typical rate of 23 kg/s per channel. The fuel bundles are subject to hydrodynamic forces due to turbulence, and hydro acoustic disturbances (such as pressure pulsations from primary coolant pumps). These can lead to stress on bundle components, and to vibration of the bundles and fuel elements [1-3]. If sufficiently large, these forces lead to unreasonably high levels of stress, vibration and wear damage to the fuel and/or fuel channel [4-6].

The possibility of excessive fluid excitation forces is a particular concern for “demountable element” (DME) fuel bundles used for irradiation tests of advanced fuels in the NRU reactor. These bundles closely resemble those used in CANDU power reactors, but are designed to have interlocking components that allow the bundles to be disassembled underwater (or in hot cells) so that individual fuel elements can be examined and reused. The concern is that, at high flow rates, flow-induced vibration (FIV) could cause interlocking components to move against each other and to wear, particularly during long residence times.

Figure 1 shows the bottom end-plate of a partially assembled DME bundle, with the central tie rod and several fuel elements attached. The elements are arranged in three concentric rings. Each element has a vertically oriented “spigot” that fits into a circular hole in the end-plate assembly. At the other end of the fuel bundle (not shown), each element has a “nailhead” that mates with a slot in the top end-plate. During assembly, a retaining ring is placed over and around the perimeter of the end-plate to clamp the elements in place.

In terms of the potential for fretting-wear, experience with previous DME-type bundles has shown that the critical locations are the top and bottom ends of the de-mountable elements, where they come into contact with the endplates. Of the two ends, the spigot end is considered to be the more susceptible to wear because there is a clearance fit between the pin and circular hole into which it fits, with no screw-on retaining ring to hold it tight as is the case at the nailhead end.

Under operational conditions, CANDU fuel elements (and the bundle assemblies) can be characterized as
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slender cylindrical structures in axial flow. Much work has gone into analyzing the associated flow-induced dynamics, [1,7,8] and applying that knowledge to model FIV characteristics of nuclear fuel, e.g., [9]. Nevertheless, previous efforts to solve FIV-related problems with nuclear fuel in CANDU [3] and pressurized-water reactor (PWR) [10] power plants underscored the need for hydraulic tests, to assess the design of fuel and fuel-channel components before they are placed into operation. Therefore, before performing irradiation tests of a prototypical 42-element DME bundle in AECL’s NRU reactor, it was decided to perform out-reactor hydraulic tests at low pressure and temperature. The purpose of the tests was to assess the vibration response and pressure-drop characteristics of the prototypical bundle, and compare them with those of a reference 36-element DME bundle and with vibration levels measured in previous tests.

DESCRIPTION OF TESTS

The tests were carried out in a vertical single-channel test section of the Chalk River Laboratories VIBFLO hydraulic loop, designed to accommodate a fuel carriage approximately 2 m in length loaded with three standard-length fuel bundles, plus a 5 m head of water above the fuel string. Figure 2 shows a diagram of the test section enclosing the fuel string. The vertical flow tube consisted of an acrylic tube with a smooth inner surface of diameter 4.100±0.015” (104.1±0.4 mm); representative of a pressure tube in the NRU-reactor test loops (and a CANDU-reactor pressure tube). Pressure taps were located at six locations along the fuel string, as shown in Figure 2, and just upstream and downstream of the fuel string.

The string comprised three standard length fuel bundles placed vertically end-to-end, loaded in the same type of fuel carriage used during irradiation tests in the NRU reactor test loops. The carriage consisted of upper and lower flux suppressors and a central axial rod running through the bundles connecting the two flux suppressors.

To hold the fuel string rigidly together, an axial force was applied using a spring mechanism to obtain a specified spring force of 1400 lb (6227 N). The bottom end of the fuel string was supported by bolting the bottom flux suppressor axially to a supporting flange at the base of the test section. The other end of the fuel string was left unattached and free to centre itself in flow, as is the case in NRU reactor tests.

The DME test bundle included 42 elements loaded with Pb/Sn pellets, fabricated to replicate the dimensions and density of standard natural uranium dioxide pellets. Because the structural damping – and, therefore, vibration amplitude – of fuel elements depends strongly on the internal motion of the fuel pellets, special consideration was given to selecting a realistic fit of the pellets within the sheath. To simulate reactor conditions, a pellet size was selected which gave a “light snug” fit within the sheath, such that the pellets did not slide through the sheath under their own weight but did if a light pressure was applied. This type of fit was intended to minimize damping and avoid increasing bending stiffness.

One of the inner-ring elements was replaced by an instrumented element in which three miniature accelerometers were installed. The remaining space inside the element was filled with Pb/Sn pellets, as described above.

The reference 36-element DME bundle included 32 slightly-enriched-uranium fuel elements, and four demountable elements containing a combination of natural uranium/dysprosium and Pb/Sn pellets.

The first and last bundles in the string were identical standard 36-element fuel bundles of the type used in NRU tests but having “dummy” elements filled with steel.

Hydraulic conditions were monitored by the standard VIBFLO loop vortex flowmeter and temperature sensor. The flow rate and temperature were set and then automatically maintained by a programmable logic controller process control system. These pressures and the flow rate were logged continuously in a computer database.

For all flow tests, the radial motions of selected outer-ring fuel elements in the test bundle were measured by five displacement probes mounted in the flow tube. The locations of these probes are shown in Figure 2. Three of them were aimed towards an outer-ring fuel element, at the bottom, middle, and top of the element. The other two were aimed at the endplates just above and below the fuel element. To assess the vibration of an inner ring element, three miniature accelerometers were installed inside an element oriented in such a way as to measure radial and circumferential accelerations at the bottom of the element and axial acceleration at the middle. Horizontal motion of the test rig was monitored with two accelerometers attached to the outside of the flow tube.

Vibration and pressure data were acquired with a 16-channel data-acquisition system built around National Instruments PC boards and customized LabVIEW™ software, using standard techniques.

Test Conditions

For the purposes of these measurements, it was unnecessary to match pressure and temperature between reactor and test rig. In terms of fuel-element vibration, it is more important to match (to a reasonable extent) the dynamic flow conditions. To that end, 100% flow in the test rig was defined as the mass flow rate at a temperature of 30°C, which gave the same dynamic pressure, $\frac{1}{2} \rho V^2$, as an NRU flow rate of 20.0 kg/s at 270°C and a static pressure of 10 MPa. This results in an equivalent 100% flow rate of 22.7 kg/s in the test rig. Measurements were taken at selected flow rates from zero to 27.3 kg/s (zero to 120%) flow.

The tests were carried out in two parts: one set of tests with a 36-element DME reference bundle and the second set with the 42-element DME bundle. Note that the
azimuthal orientations of the fuel bundles relative to each other are expected to have an effect on bundle vibration and pressure drop. Therefore, information was obtained with the fuel-string components both aligned and misaligned. Within each set of tests, the fuel string components were initially misaligned, since this was considered to be more likely to produce higher turbulence – and thus higher vibration levels – than an aligned fuel string.

Vibration levels for three or four different outer ring elements were recorded and monitored on-line, over a range of flow rates, and a worst case was selected. The fuel string was then dismantled, re-assembled in the aligned configuration, and measurements were taken of the “worst-case” element from 0 to 120% flow. In total, the in-flow measurements involved 39 different combinations of bundle type, alignment, element, and flow rate.

A series of modal vibration tests was also carried out partway through the tests, to help interpret the vibration spectra and to check instrument calibrations.

The DME fuel bundle was inspected for obvious marks and general surface appearance before and after the tests. Although these tests could not quantifiably measure wear rates, particular attention was paid to locations where contact might be expected, namely, the points where the fuel elements mate with the endplates, and individual fuel element spacer pads, which are typically in contact with pads from neighbouring elements. In addition, clearances between interfacing spacer pads were measured.

**Data Analysis**

For each test condition, 65.5 seconds of data were filtered to avoid aliasing and digitally sampled at a rate of 4000 Hz with a customized LabVIEW computer program. Vibration of the ends of the fuel elements relative to the bundle endplates was obtained by calculating the difference between signals from adjacent displacement probes in the time domain.

The resulting time-history files were Fourier transformed into frequency spectra over the frequency range 0-to-2000 Hz. Accelerometer data were double integrated in the frequency domain to produce displacement spectra.

For the modal tests, displacement spectra were obtained in the same manner. These spectra were then fitted to one or more damped-resonance response functions, using standard least-squares techniques (e.g., Figure 3). The solid line represents a “global” fit to the spectrum, consisting of the summed response functions associated with the three damped-resonance peaks at 35, 124 and 281 Hz. The fit also includes a “background” term proportional to $1/f^2$.

Previous studies of fuel element vibration have focused on frequency ranges spanning 20-to-125 Hz, with fuel element natural frequencies of vibration falling in the range 29-to-67 Hz, depending on the type of fuel element and reactor operating conditions, primarily pressure and power production [2]. In the present study, spectra taken with the accelerometers mounted on the flow tube show that the majority of test rig vibration occurs at frequencies below 20 Hz. Therefore, RMS-displacement values for fuel element vibration were calculated for frequency bands above 20 Hz: namely, 20-to-200 Hz, 30-to-39 Hz and 41-to-200 Hz.

For the displacement probes, the 20-to-200 Hz Band-RMS values were used to compare vibration levels amongst the different tests.

**RESULTS & DISCUSSION**

Typical vibration spectra from in-flow tests are shown in Figure 4, for the displacement probes at the bottom, middle and top of Element #21 (outer ring of the 42-element DME bundle), as a function of mass flow rate. Acceleration and displacement spectra obtained from the circumferential (transverse) and radial accelerometers mounted inside the instrumented element in the inner ring are shown in Figure 5, for a flow rate of 22.7 kg/s.

Spectra obtained from the miniature instrumented element accelerometers used with the 42-element DME bundle have the following characteristics (Figure 5):

- generally broad-band acceleration spectra, nearly constant with frequency over the range 20-to-100 Hz,
- acceleration amplitudes near the transducer threshold of 0.15 m/s² (equivalent to 60 μV),
- 60-Hz interference from the line voltage because of the relatively low signal levels, especially in the circumferential accelerometer spectra, and
- a sharp rise in the displacement spectra at low frequency, due to broad-band noise, a poor low-frequency response and the double integration in the frequency domain (a $1/f^2$ factor).

Consequently, it is unreasonable to make direct, detailed comparisons between displacement Band-RMS values obtained from accelerometers in the inner instrumented element and values obtained from displacement probes for the outer elements. While not ideal, the data allow a limit to be placed on vibration amplitudes; if the inner element were to vibrate at its natural frequency with the same amplitude as outer Element #21 in flow (see Figure 4), then the motion would be clearly reflected as a peak in the accelerometer spectra in the 30-to-39 Hz frequency range.

Flow-test spectra obtained from the mid-plane displacement probe for Element #21 were the only flow test results for either type of DME bundle to show damped-resonance peaks (see Figure 6).

Note that these tests were designed to provide a direct comparison between vibration amplitudes for the 42-element DME bundle and the standard 36-element bundle at low temperature and pressure.

In terms of absolute vibration amplitudes, previous tests with standard DME elements showed that vibration levels obtained from in-reactor and out-reactor tests differed by, at most, a factor of two over a wide range of temperatures and pressures. Given that the 42-element
fuel elements were designed with realistic pellet-to-sheath contact properties, the absolute vibration levels in NRU are not expected to be more than a factor of two higher than those in the test rig.

**Damping Ratios**

Measured damping ratios as a function of flow rate are shown in Figure 7. Compared to previous tests of unconstrained single fuel elements of similar design, the general trend seems to be the same over the range of flow rates covered by both tests, where the damping ratio is approximately 2% at low flow and increases to nearly 10% at the highest flow rate used in this study. The simplest approach to turbulence-induced vibration predicts that flow-dependent damping is proportional to the flow velocity - and thus flow rate. The present data suggest a somewhat stronger dependence on flow rate, although more data at higher flow rates would be needed to corroborate this. A value of 1.9% for the viscous damping measured in earlier tests would appear to be an overestimate, as the measured structural damping already accounts for most of the observed damping at low flow rates.

**Vibration Frequencies and Amplitudes**

For a 42-element DME outer element mounted vertically in the bundle, the vibration frequency measured for the first bending mode in air was 35.4 Hz (see Figure 3) – very similar to the frequencies observed in previous tests of unconstrained fuel elements of similar design (31.5-36.1 Hz). The vibration spectrum shown in Figure 3 is well described by the summed response functions associated with the three damped resonance peaks at 35, 124 and 281 Hz. These frequencies are interpreted as corresponding to the first three fuel-element bending modes. The 2nd and 3rd bending-mode frequencies suggest end conditions that are closer to pinned-pinned than fixed-fixed. This is consistent with earlier tests of a standard fuel element that was radially unconstrained but otherwise mounted conventionally.

Spectra for 42-element DME Element #21 at its midplane offer the only examples of relatively unconstrained fuel element vibration in flow, for the test with a misaligned fuel string (e.g., Figure 4, Disp 3 and Figure 6). In this case, the first-mode frequencies varied from 32.1 to 37.7 Hz, at zero flow, to 38 Hz, at the highest flows recorded. The 2nd and 3rd modes are also visible in Figure 6, although a mid-plane displacement probe is particularly insensitive to mode vibration. This damped resonant type of vibration only occurred with the fuel string misaligned, suggesting that fuel bundle alignment has an effect on either the level of turbulent excitation forces or, more likely, the structural boundary conditions of Element #21. Remaining displacement probe vibration spectra do not exhibit pronounced peaks in the frequency range of interest (e.g., Figure 4, Disp 2 and Disp 4).

At a flow rate of 22.7 kg/s (mass flux of 6135 kg/m²-s), the averaged RMS displacements are 4.1 μm for the reference DME bundle and 4.7 μm for the prototypical 42-element DME bundle, within experimental uncertainty at these low vibration levels. By comparison, RMS amplitudes of between 5.8 and 6.5 μm were measured at the same mass flux for a single element in liquid flow. Vibration levels measured by the miniature accelerometers inside the instrumented inner element were higher than those measured for outer elements. The 30-to-39 Hz Band-RMS values are likely the most accurate and focus on any vibration at the fuel element natural frequency. These values ranged between 5 μm and 10 μm at 22.7 kg/s flow; higher than the 1-to-3 μm typical for the displacement probes over that narrow frequency range, but less than the 13 μm measured for the mid-plane vibration observed in the 42-element DME tests with Element #21. As discussed earlier, there are no indications of resonant peaks in the spectra near the fuel element natural frequency.

**Fretting-Wear Considerations**

In terms of the potential for fretting wear, experience with previous DME bundles has shown that the critical locations are the top and bottom ends of the de-mountable elements, where they come into contact with the endplates. The vibration levels measured during these tests are not considered high enough to cause serious fretting-wear damage, especially since they are comparable to levels measured for the reference DME bundle, which has not been susceptible to undue wear. Nevertheless, bundle components were inspected for wear and sample photographs were taken of wear surfaces before and after the test. Any marks visible on the nailhead or spigot ends of the fuel elements were due to machining or handling, not wear (as expected). There is some evidence of slight wear due to surface contact on some of the midplane spacer pads, as shown in Figure 8. Some of the clearest examples of such surface markings occurred on or next to outer Element #21, which also exhibited the largest midplane clearance (0.71 mm) between its spacer pads and those of its nearest neighbour. This is consistent with midplane displacement spectra that are characteristic of a relatively unconstrained fuel element undergoing flow-induced vibration.

**CONCLUSIONS & RECOMMENDATIONS**

The measured levels of flow-induced vibration for outer elements in the two types of DME bundles tested, the 42-element prototype and the 36-element standard, were generally low: less than 6 μm RMS at 22.7 kg/s flow at the nailhead and spigot ends of the elements, and were comparable with each other.

Somewhat higher outer element vibration levels, approximately 15 μm RMS at 22.7 kg/s flow, were observed at the midplane location of Element #21 of the 42-element prototype bundle, in a misaligned fuel string
configuration. This result is probably related to a larger-than-average clearance between inter-element spacer pads for this element. Mid-plane vibration amplitudes were low for this element in an aligned fuel string configuration, except at the maximum flow rate of 27.3 kg/s. At the nailhead and spigot ends of the element, where there is more concern regarding fretting wear than at the midplane, vibration levels were low, below 5 µm RMS in all cases.

The vibration amplitudes measured at 22.7 kg/s flow for an inner element in the 42-element DME bundle ranged from 5-to-10 µm RMS over the frequency range 30-to-39 Hz. It was concluded that the measured levels for broader frequency bands are inaccurate due to the accelerometers’ instrument response. The accelerometer data were used to search for high levels of vibration at the elements’ natural frequencies in the 30-to-39 Hz range, for which no evidence was found.

The damping ratio measured for a 42-element DME dummy outer fuel element in air was typically 2%, compared to approximately 3-to-23% previously measured for a standard fuel element. This result is probably related to the pellet characteristics chosen for the DME dummy elements. Damping ratios measured for Element #21 in water ranged between 2% at low flow and 10% at 27.3 kg/s, comparable to previous results.

**Recommendations**

Based on the comparison of vibration levels measured for the two types of bundles, the 42-element DME bundle was judged to be suitable for irradiation testing in the NRU-reactor test loops.

Concerning in-reactor tests with this bundle, it was recommended that normal prudent inspection practices be followed, namely that the bundle be inspected for undue wear after one (or at most two) reactor operating cycles, and subsequently at longer intervals as considered necessary. In particular, it was recommended that the nailhead ends, spigot ends, bearing pads and inter-element spacer pads of the fuel elements be examined. It was also recommended that the clearances between inter-element spacers in an assembled bundle be assessed before placing the bundle into the reactor.

A prototype 42-element DME bundle (DME-222) is currently being irradiated in the NRU loops. The irradiation is planned for 1000 days, with interim inspections after 50, 150, 300, 500 and 700 days. To date, DME-222 has been successfully irradiated for 90 days.

An interim inspection was completed after 50 days of irradiation. The core components showed no evidence of fretting wear: no end-plate wear was observed at the locations interfacing with the nailheads and spigots of the de-mountable elements, nor was any wear observed on the fourteen intermediate elements and their spacer pads; the spin-on ring that holds the assembled bundle together showed no evidence of wear or distortion. Minimal spacer-pad wear was observed on four of the twenty-one outer de-mountable outer elements. One outer element exhibited minor fretting wear on its nailhead, while another exhibited minor wear on its spigot. The extent of outer-element fretting wear did not affect the integrity or performance of the elements. The seven demountable inner elements did not exhibit any spacer pad, nailhead or spigot wear.

Similar wear assessments will be conducted during future planned inspections.
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ABSTRACT
This paper considers the hydro-/aero-elastic linear stability of a finite elastic plate held along all four of its edges and subjected to an ideal axial flow. A combination of theoretical and computational modeling is used to frame an eigen-value problem for the fully coupled fluid-structure system. A particular advantage of the method is that it copes readily with structural inhomogeneity. The method is used to predict the behavior of both homogeneous panels and panels to which localized stiffening has been added as a stabilization strategy. Such stiffening is shown to be very effective for the increasing divergence-onset flow speeds and, in the aero-elastic problem, as a means to suppress flutter. Finally, it is shown that two-dimensional analyses are able to provide a close representation of the phenomenology of the full three-dimensional system.

INTRODUCTION
This paper considers the classical hydro-/aero-elastic system comprising a flexible panel exposed to a one-sided incompressible uniform flow; previous linear studies include [1-6]. The system is representative of the high Reynolds number situations found in many engineering applications that range from the hydrodynamic loading of panels making up the hull of a ship through to the axial wind loading of glass panels of curtain walls that have become a feature of contemporary high-rise buildings for both aesthetic and thermal-control reasons. In such applications, the concern is that at some critical speed the panel loses stability, usually through divergence that can lead to a buckled nonlinearly saturated state, e.g. [7-10], or a highly destructive flutter instability at higher flow speeds.

Strategies to postpone critical flow speeds to values beyond the speed for which a panel is designed are usually based upon material selection or uniform thickening of the panel that results in increased cost and dead weight. By contrast, the goal of the present paper is to control instability through the judicious use of highly localized structural inhomogeneity (stiffening) based upon a full understanding of instability modes. Our previous work [11-13] has demonstrated the utility of this stabilization strategy for the two-dimensional system of Fig. 1a where an isolated spring is included as an additional support. Herein, we extend the hybrid of theoretical and computational methods of [5] to conduct an eigen-analysis of the three-dimensional model system depicted in Fig. 1b wherein a transverse stiffening strip replaces the spring-support of our two-dimensional studies; however, we also show that the much simpler two-dimensional spring-supported configuration does provide an excellent guide to the phenomenology of the more realistic three-dimensional model.

FIGURE 1: SCHEMATICS OF THE (a) TWO-DIMENSIONAL (SIDE VIEW) AND (b) THREE-DIMENSIONAL (ISOMETRIC VIEW) PROBLEMS.
THEORETICAL AND COMPUTATIONAL MODELS

A linear ideal-flow model is developed based on the two-dimensional computational modelling of [5] and utilized in [11-13] for the system depicted in Fig. 1(a). The first objective of the present paper is to model and solve the corresponding three-dimensional system shown in Figure 1(b), so that system eigenvalues can extracted to determine and predict the behaviour of the plate and, in particular, identify parameter values that result in its instability. The second objective is to determine the effect of localized structural inhomogeneity introduced as a stiffening strip (or rib on the underside of the panel) on the stability of the panel.

The development of the model is broken into three main sections. An overview of the plate mechanics is presented and then the potential-flow solution methodology and pressure determination is described. Finally, the coupling that yields the fully interactive three-dimensional FSI system is presented and the resulting methodology and pressure determination is described.

The small-amplitude motion of a homogeneous thin flexible plate as shown in Fig. 1(b), fixed along all of its four edges, in the presence of a fluid flow is

\[ \rho_m h \frac{\partial^2 \eta}{\partial t^2} + d \frac{\partial \eta}{\partial t} + B \nabla^2 \nabla^2 \eta = -\Delta p(x, y, 0, t), \]  

where \( \eta(x, y, t) \), \( \rho_m \), \( d \) and \( B \) are respectively, the plate’s deflection, density, thickness, damping coefficient and flexural rigidity of the flexible panel. \( \nabla^2 \nabla^2 \) is the biharmonic operator. On the right-hand side, \( \Delta p(x, y, z, t) \) is the unsteady perturbation fluid pressure.

The plate is discretised into \( M \times N \) equidistantly spaced points at which the mass is lumped. Equation (1) is then written in finite-difference form to yield the plate-motion equation

\[ \rho_m h [I][\dot{\eta}] + d[I][\ddot{\eta}] + B[D_x][\eta] = -\Delta p, \]  

where \([I]\) and \([D_x]\) are the identity and fourth-order biharmonic spatial differentiation matrices respectively with order \( P = M \times N \). \([\dot{\eta}]\) & \([\ddot{\eta}]\) are column vectors of size \( P \) of the acceleration, velocity and deflection of plate respectively, while \( \Delta p \) is the pressure column vector with size \( P \). The boundary conditions for Eqns. (1) and (2) used herein are that the plate has four hinged edges enforced as zero deflection and bending moment.

The fluid is assumed to be incompressible and its flow is irrotational and unsteady. A velocity potential can therefore be introduced as a linear combination of uniform flow and a perturbation due to the plate motion. The total velocity potential \( \Psi \) is the sum of velocity-perturbation potential \( \phi \) and uniform velocity potential with mean flow \( U_\infty \) in x-direction

\[ \Psi(r, t) = \phi(r, t) + U_\infty x, \]

where \( r = (x, y, z) \). Each of the total velocity potential \( \Psi \) and the velocity-perturbation potential \( \phi \) satisfy the Laplace equation that incorporates the irrotationality of the flow and enforces mass conservation

\[ \nabla^2 \Psi = 0, \]

\[ \nabla^2 \phi = 0. \]

The perturbation potential \( \phi \) is generated by integrating a distribution of sources of intensity \( \sigma \) over the wall-flow interface \( S \), thereby giving

\[ \phi(r, t) = \int_S \frac{\sigma \gamma}{|r - r'|} dS. \]

The solution of the Laplace equation must satisfy the kinematic boundary condition that enforces no flow through the impermeable boundary. Accordingly, the velocity of fluid normal to the flexible-plate must equal the flexible-plate velocity in that direction

\[ (U_\infty i + \nabla \phi(x, y, z, t)) \cdot n = u^p. \]

Here \( n \) and \( u^p \) are the unit vector and wall speed in the direction of outward normal of the wall-flow interface respectively.

The solution of the Laplace equation can then be used to determine the pressure on the panel through the unsteady Bernoulli equation

\[ \rho \frac{\partial \Psi}{\partial t} + \frac{1}{2} \rho U^2 + p = \frac{1}{2} \rho U_\infty^2 + p_\infty, \]

in which \( \rho \) and \( \vec{U} \) are the fluid density and velocity vector respectively. By assuming that the wall motion is of small amplitude, Eqn. (9) can be linearised to give

\[ \Delta p = -\rho \frac{\partial \phi}{\partial t} - \rho U_\infty \frac{\partial \phi}{\partial x}. \]

having substituted for the velocity perturbations using the derivatives of their velocity potential.

As in the structure discretization of Eqn. (2), the solid-fluid interface is discretised into an array of panels numbered \( i : 1 \to M \) and \( j : 1 \to N \). These panels form the basis for the application of a zero-order boundary-element method using source-sink singularities. By applying standard panel-method techniques \([14]\) and their adaptation to numerical simulations of the present problem \([15]\), the disturbance normal velocity, velocity-perturbation potential and tangential velocity induced at each panel can be obtained. Consistent with the foregoing linearization, the source-strength distribution remains in the undisturbed plane, \( z = 0 \). We then have the straightforward determination of source strengths on any panel \( ij \) through

\[ \Delta p = -\rho \frac{\partial \phi}{\partial t} - \rho U_\infty \frac{\partial \phi}{\partial x}. \]
\[ \sigma_{ij} = \frac{1}{2\pi} (U_\infty \alpha_{ij} + u_{ij}v) \],

(11)

where \( \alpha_{ij} \) and \( u_{ij}v \) are the slope in x-direction and the vertical velocity of the control point respectively. By expressing \( \alpha_{ij} \) and \( u_{ij}v \) in terms of wall deflection and wall velocity respectively, the source strength on each panel is related to wall motion only by

\[ \sigma_{ij} = \frac{1}{2\pi} (U_\infty [D_1][\eta_{ij}] + [D^+][\eta_{ij}]), \]

(12)

where \([D^+]\) is a matrix operator for the interfacial vertical speed and \([D_1]\) is the first order spatial differentiation finite-difference matrix operator. Furthermore, the perturbation potential \( \Phi_{ij} \) and tangential perturbation velocity in the x-direction \( u_{ij} \) can be derived and are related to the source strength \( \sigma_{ij} \) through

\[ \Phi_{ij} = [\Phi'][\sigma_{ij}], \]

(13)

\[ u_{ij} = [T'][\sigma_{ij}], \]

(14)

where \([\Phi']\) and \([T']\) are the potential influence coefficient and the tangential velocity influence matrices.

The pressure perturbation at any panel’s control point can now be found using a discretized form of the linearized unsteady Bernoulli equation

\[ \{\Delta p_{ij}\} = -\rho \Phi_{ij} - \rho U_\infty u_{ij}. \]

(15)

By substituting Eqns. (12), (13), and (14) into Eqn. (15), the perturbation pressure is found and seen to be related to wall deflection. \([D_1]\), \([D^+]\), \([\Phi']\) and \([T']\) are transformed into their corresponding square coefficient matrices \([D_1]\), \([D^+]\), \([\Phi]\) and \([T]\) of size \( P \). The matrices of system variables are transformed into variable column vectors of size \( P \). Thus the interfacial pressure can be written as

\[ -(\Delta p) = \frac{\rho}{2\pi}[\Phi][D^+][\eta] + \frac{\rho}{2\pi} U_\infty (T)[D^+] + [\Phi][D_1][\eta] + \frac{\rho U_\infty^2}{2\pi} [T][D_1][\eta]. \]

(16)

We now assemble the coupled FSI system equation. The interfacial fluid pressure of Eqn. (16) is substituted into the plate-motion equation (2) and re-arranging, we obtain

\[ [A][\dot{\eta}] + [B][\ddot{\eta}] + [C][\eta] = 0, \]

(17)

where

\[ [A] = -\rho_m h [I] + \frac{\rho}{2\pi}[\Phi][D^+], \]

\[ [B] = -[I] + \frac{\rho}{2\pi} U_\infty (T)[D^+] + [\Phi][D_1], \]

\[ [C] = -B[D_4] + \frac{\rho}{2\pi} U_\infty^2 [T][D_1]. \]

Re-arranging Eqn. (17) so that the left-hand side is the acceleration term gives

\[ \{\ddot{\eta}\} = -[A]^{-1}[B][\dot{\eta}] - [A]^{-1}[C][\eta]. \]

(18)

We now define \([E] = -[A]^{-1}[B]\) and \([F] = -[A]^{-1}[C]\), so that Eqn. (18) becomes

\[ \{\ddot{\eta}\} = [E][\dot{\eta}] + [F][\eta]. \]

(19)

Introducing state variables \( x_i = \eta_i \) and \( x_{p+i} = \dot{\eta}_i \) for \( i \) from 1st to the \( P \)th point, the 2\( P \) output vector for the state-space model is

\[ \{\eta\} = \{x\}. \]

(20)

Using these definitions, equation (18) is then converted into the state differential equation

\[ \{\dot{x}\} = \begin{bmatrix} 0 & 1 \\ F & E \end{bmatrix} \{x\}, \]

(21)

and letting

\[ [H] = \begin{bmatrix} 0 & 1 \\ F & E \end{bmatrix}, \]

noting that matrix \( H \) is 2\( P \) x 2\( P \), the final form of the state differential equation (21) is

\[ \{\dot{x}\} = [H]\{x\}. \]

(22)

The long-time response is found by first assuming single-frequency response in the time domain, and then extracting the resulting eigenvalues of \([H]\). The single-frequency response is proportional to \( e^{st} \) where \( s \) is a complex variable; the imaginary part is the vibration frequency while the real part indicates growth or decay of the system disturbance. Finally, the system eigenvectors can then be used to assemble the deflection, \( \eta(x,t) \), of the panel.

To incorporate the effect of a stiffening strip notionally attached to the underside of the panel to a transverse (thin) beam is conceived, straddling the panel, as depicted in Fig. 1b. The beam has second moment of area \( I \) and elastic modulus \( E \); in this paper it is aligned with the \( y \)-direction and thus contributes an additional restoring force (per unit area) of

\[ \left( \frac{E}{I} \right) \frac{\partial^4 \eta}{\partial y^4} \]

(23)

that acts over a single line of boundary-element panels, \( j=1\rightarrow N \), and which, when discretised, generates a further, \( \eta \)-dependent term in the left-hand side Eqn. (2). Clearly a similar approach could be used to incorporate one or more stiffeners in a combination of either the \( x \)- and/or \( y \)-directions. In the present investigation, only a transverse stiffener located at the plate mid-line, \( x = a/2 \), is used and we neglect its inertial effects. In support of the latter assumption, it was shown in [15] that significant added mass – of the order of the plate mass – is necessary to
modify the flutter behaviour in the related problem of a cantilevered-free flexible plate.

RESULTS
The results presented in this paper serve first to demonstrate the integrity of the new modelling for the case of a homogenous plate and show how its phenomenology is similar to that of the antecedent two-dimensional model. Thereafter, the stabilization of the flexible plate through the addition of a stiffener is addressed.

The homogenous-plate system can be shown [3, 4, 11, 12] to be governed by two non-dimensional control parameters, the fluid-to-solid mass ratio (or non-dimensional plate length) and the fluid-to-solid stiffness ratio (or non-dimensional flow speed), each based on the stream-wise panel length, a, and respectively defined by

\[ L' = \rho a / (\rho_m h) \quad \text{and} \quad A^F = \rho U_\infty^2 a^3 / B \]  

in addition to which the aspect ratio (b/a) needs to be defined. Hereinafter we will, for convenience, to the terms in Eqn. (24a,b) as the mass ratio and flow speed. Consistency with these non-dimensional parameters requires that time be non-dimensionalised using \( a / U_\infty \).

In the results that follow, we also provide physical examples to give an engineering feel for types of systems to which the results are applicable. Throughout this paper we consider only elastic plates, hence \( d = 0 \) in Eqn. (1); the effect of energy dissipation in the structure has been addressed in [5].

As a reference, Fig. 2 shows the computed variation of eigenvalues with flow speed for the well-known two-dimensional analysis (e.g. [2,3,5]). Although all 400 system eigenvalues are calculated, only the two with the lowest frequencies have been plotted for clarity. Two distinct values of mass ratio are presented that, for a plate of given length and thickness, could represent water (\( \rho = 1000 \text{ kg/m}^3 \)) and air (\( \rho = 1.27 \text{ kg/m}^3 \)) flow over an aluminum panel of length 1 m and thickness 1 cm. These two cases respectively yield mass ratios of 38.5 and 0.049. For both water and air flows, divergence sets in at a non-dimensional flow speed of 40.1; this is in excellent agreement with the Galerkin-method based analyses of [2,3]. As the flow speed is increased, the high-mass ratio results (water) evince divergence recovery and then modal-coalescence flutter occurs. This solution morphology, and the flow-speed values at which these events occur agree well with previous studies [2,3,5]. For the mass-ratio case (air) this sequence is very different: instead of first-mode divergence recovery, the second mode also undergoes divergence instability and at higher flow speeds, these two non-oscillatory modes coalesce to give flutter. This somewhat surprising result – that could also occur for very short panels with a water flow having the same mass ratio as the present air case – arises from the dominance of the aero-/hydro-dynamic stiffness in the fluid pressure loading; it is explained in more detail in [13].

![Figure 2. Two-dimensional analysis: Variation of system eigenvalues with non-dimensional flow speed for (a) real part (growth/decay) and (b) imaginary part (oscillation frequency) of eigenvalues.](image)

Results of the corresponding (to Fig. 2) three-dimensional analysis are shown in Fig. 3 for a panel of aspect ratio unity; i.e. a 1 m x 1 m aluminum panel (for which 3,200 system eigenvalues are calculated). The non-dimensional divergence-onset flow speed is seen to be much higher than that of the two-dimensional analysis. This is because the fixed side edges contribute additional structural restrain to the system as well as contributing to a transverse scaling of the flow pressure that is responsible for destabilization; the latter also features in the destabilisation of cantilevered-free plates of finite width [16]. The present value of divergence-onset flow speed and the solution morphology for the high mass-ratio case (water) agrees well with that of the Galerkin analysis for the same system [4] and serves to validate the present methods. What these results show is that the sequence of destabilisation events - from divergence through to flutter – is the same as for the two-dimensional analysis. Qualitatively, a two-dimensional analysis can be used to
predict the physics if the FSI system, while the three-
dimensional analysis must be used for the quantification
of divergence and flutter instability onset flow speeds.

We now present results for a strategy of stabilization
by adding additional localized stiffness to the flexible
plate. For the two-dimensional analysis, additional
stiffnesses is incorporated by the inclusion of a localized
spring support at the panel mid-point as shown in Fig. 1a.
Figure 4a shows the variation of divergence onset,
divergence-recovery and modal-coalescence flutter-onset
flow speeds with the coefficient of the added spring
support for a high value of mass-ratio, 92.3, representing
water flow over an aluminum panel of length 0.6 m and
thickness 2.5 mm (hence $B = 76.6$ Nm). The spring
coefficient, $k$, is non-dimensionalised through division by
$(\rho_m h)^2/\rho^3 B$. Figure 4b shows the same variations for
a low mass ratio 0.226, representing air flow over a glass
panel of length 1.7 m and thickness 4 mm (hence $B = 381$
Nm) typical of that found in curtain walls of high-rise
buildings.

In both high and low mass-ratio cases, the addition of
a spring support is seen to be very effective in increasing
the critical flow speed of (Mode 1) divergence-onset.
However, there is a limit to this strategy because at a
threshold value of spring stiffness, Mode 2 takes over as
being critical. This is understandable because Mode 2 has
a (quasi) node at the panel mid-point where the spring has
been located. At higher values of spring stiffness than this
threshold the solution morphologies between the high and
low mass-ratio cases differ. For the former, the standard
sequence of divergence recovery followed by modal-
coalescence flutter (seen in Fig. 2) continues to hold
although the neutral-stability flow-speed range between
divergence recovery and flutter onset reduces to zero for a
very stiff spring. However, for low mass ratio, values of
spring stiffness above the threshold value yield concurrent
Mode 1 and Mode 2 divergence that replaces modal-
coalescence flutter. For glass panels this may be
advantageous as it is flutter that is the most destructive
instability.
Clearly the introduction of an isolated spring support would require some form of additional structure on which to mount its base; as such, it can only be regarded as an idealization of panel stiffening for two-dimensional analyses. The practicable way to stiffen a flexible panel is to introduce a stiffening rib that straddles the panel in the transverse direction as shown in Fig. 1b to which we now turn in the three-dimensional analysis.

Thus the discussions of the phenomenology for each of Figs. 4a and 4b respectively carry across to the three-dimensional systems of Figs. 5a and 5b. Most importantly, it is shown how and why even a single stiffening rib can be used very effectively to control the hydro-/aero-elastic stability of a flexible panel.

Figures 5a and 5b respectively show the variation of divergence-onset, divergence-recovery or Mode-2 divergence onset, and modal-coalescence flutter-onset flow speeds with the flexural rigidity, $EI$ (non-dimensionalised using the plate flexural rigidity $B$) of the stiffener located at the panel mid-line for the two cases of high (water) and low (air) mass ratio that generated the results in Fig. 3 for an aluminum panel of aspect ratio unity. Comparing these with the results in Figs. 4a and 4b – the two-dimensional analysis of added stiffness - indicates that the qualitative effects are almost identical.

FIGURE 5. THREE-DIMENSIONAL ANALYSIS: THE EFFECT OF A TRANSVERSE STIFFENING STRIP AT THE PANEL MID-LINE ON DIVERGENCE-ONSET, DIVERGENCE-RECOVERY /MODE-2 DIVERGENCE-ONSET, AND MODAL-COALESCECNE FLUTTER-ONSET FLOW SPEEDS ON A PANEL OF ASPECT RATIO UNITY FOR (a) HIGH MASS RATIO = 38.5 (WATER OVER ALUMINUM), AND (b) LOW MASS RATIO = 0.049 (AIR OVER ALUMINUM).

FIGURE 6. NEUTRALLY-STABLE FLEXIBLE-PANEL MODES FOR HIGH MASS RATIO (38.5) WITH A STIFFENING STRIP ($EI/B = 2$) ACROSS ITS MIDLINE AT A PRE-DIVERGENCE NON-DIMENSIONAL FLOW SPEED, 380: (a) MODE 1, (b) MODE 2, AND (c) CENTRELINE PROFILES OF MODES 1 AND 2 OVER ONE CYCLE OF OSCILLATION.
To give qualitative feel for the types of deformation that would result when a transverse stiffening strip (or rib) is added to the mid-line of an otherwise homogeneous flexible plate, we present a series of mode shapes in Figs. 6-8. Each of these is for the case of high mass ratio (water over aluminum) and with the stiffener having $EI/B = 2$; the sequence of results pertains to points in the stability map of Fig. 5a at different flow speeds on the vertical line $EI/B = 2$.

Figure 6 illustrates panel behaviour typical in the neutrally stable pre-divergence range of flow speeds. The effect of the stiffening strip can especially be seen in the shape of Mode 1 that features a strong (in vacuo) Mode-2 type content.

Figure 7 illustrates panel behaviour typical in the divergence range of flow speeds. The effect of the stiffening strip is to reduce the mid-point deflection and thereby introduce a second-mode content to the unstable mode. Finally, Fig. 8 shows a typical modal-coalescence flutter. While the modal coalescence has occurred between systems Modes 1 and 2 (see Fig. 3), non-negligible elements of (in vacuo) Modes 3 and 4 are seen; the stiffening strip tends to advance the order of basis modes that contribute to the panel’s behaviour.

**CONCLUSION**

A hybrid of theoretical and computational methods has been developed to study the linear three-dimensional hydro-/aero-elasticity of a flexible panel held along all four of its edges. The main merit of this method is that it can be used to analyse the FSI of panels having arbitrary structural inhomogeneity.

The investigations of this paper has used the method to determine the effect of localized added stiffness on a panel’s behaviour, in particular the instability boundaries of divergence and modal-coalescence flutter. It has been shown that a transverse stiffening rib can yield significant...
increases to the divergence-onset flow speed up to a certain threshold value of rib stiffness. This finding would be of engineering benefit in such applications as the panels of high-speed ship hulls.

For low fluid-to-solid density ratios (the mass ratio for given panel length and thickness), sufficiently high stiffness of the added rib eliminates the coalescence of the first two modes, replacing flutter with divergence of both of these modes. This effect would be of benefit in applications such as wind-loaded glass panels of curtain walls of high-rise buildings given that divergence, which would statically saturate at finite amplitude, is far less destructive than flutter.

Finally, the present study has shown that a two-dimensional analysis of the system using an isolated spring to represent the transverse rib of a flexible panel is able to capture qualitatively all of the phenomenology of the full three-dimensional FSI system.
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ABSTRACT
The present work investigates the possibility to produce electrical energy from the flutter oscillations of a flexible plate placed in an axial flow and covered with piezoelectric patches that convert bending and stretching of the plate’s surface into electric charge displacement. A fully-coupled nonlinear model for the dynamics of the fluid-solid-electric system is presented and used to determine the influence of the different system parameters on the stability, nonlinear dynamics and energy harvesting efficiency of the system. In particular, the role of the tuning between the fluid-solid and electrical systems is investigated as well as the impact of the flow velocity and fluid-solid mass ratio.

INTRODUCTION
Global climate change and scarcity of traditional fossil fuels motivate the development of innovative and renewable energy sources with low environmental impact. Converting the kinetic energy associated with geophysical flows such as winds, rivers, oceanic and tidal currents is particularly attractive, given the wide availability of this resource. Classical fluid-solid instabilities such as Vortex-Induced Vibrations, galloping and flutter in axial flows effectively extract energy from the flow and transform it into solid mechanical energy that can then be used to produce electricity using either displacement-based (e.g. electromagnetic converters) or deformation-based energy converters (e.g. piezoelectric materials) [1–5].

In the present work, we are interested in the feasibility and performance of flow energy harvesting using piezoelectric flexible plates, or flags. Thin flexible plates placed in a steady axial flow are known to become unstable to flutter at a critical velocity [6–8], above which a large amplitude flapping regime can develop, characterized by the propagation of deformation waves along the flag [9]. When a piezoelectric patch is attached on the deforming flag surface, its periodic bending can be converted into electric charge transfers [10]. Use of piezoelectric materials is not adapted to large scale harvesters, but such materials show competitive and promising performances in the domain of small-power devices [11].

Classically, energy harvesting is represented in the fluid-solid system as an additional damping [12], but this approach overlooks the possible coupling between the harvesting circuit and the fluid-solid system powering it. In this study, an explicit description of the harvesting system is introduced in terms of piezoelectric patches, and following Refs. [13, 14], the equations for the fully-coupled fluid-solid-electrical nonlinear dynamics are derived. This approach provides insight on the double impact of energy harvesting, namely producing electrical energy and modifying the behavior of the fluid-solid system. For example, increasing the coupling coefficient might lead to a better energy transfer to the output circuit but could also eventually result in the restabilization of the system due to its damping effect. Considering the model problem of a slender flexible plate in axial flow, we analyze the energy harvesting efficiency of the system in terms of the different fluid-solid-electric parameters.

The present paper is organized as follows: the fluid-solid-electric model is first presented in Section 1. The effect of the piezoelectric coupling on the stability of the system is then analyzed using linear analysis (Section 2). Section 3 finally focuses on the nonlinear dynamics of the system to determine the amplitude and frequency of the saturated flapping motion and assess the energy harvesting efficiency.
1 MODEL

1.1 Presentation of the piezoelectric flag

In this work, we consider a rectangular inextensible flexible plate of length \( L \) and span \( l \), and negligible thickness \( h \). The plate is clamped at its leading edge and placed in a steady incoming inviscid flow of velocity \( U_\infty \) and density \( \rho \). The surface of the plate is covered by pairs of piezoelectric patches (one patch on each side) whose negative electrodes have been shunted through the plate and whose positive electrodes are connected to an output resistive circuit (Figure 1). We neglect here any spanwise plate deformation and charge transfer so that the mechanical and electrical state variables are only functions of the streamwise curvilinear coordinate \( s \) and time \( t \). In the following, for any function \( a(s,t) \), its derivatives with respect to \( t \) and \( s \) are noted \( \dot{a} \) and \( a_s \), respectively.

The deformation and position of the cantilevered plate are characterized by the local orientation \( \theta(s,t) \) of the unit tangent vector \( \tau(s,t) \) with the flow direction \( \textbf{e}_x \). The difference of potential between the free electrodes on each side of the plate and the charge transfer between those electrodes are respectively noted \( v(s,t) \) and \( q(s,t) \) (Figure 1). In the limit of continuous coverage by patches of infinitesimal length in the streamwise direction [14], the piezoelectric effect results in an additional torque inside the plate imposed by the voltage between the electrodes, namely

\[
\mathcal{M}_{\text{piezo}} = -\chi v, \tag{1}
\]

with \( \chi \) the piezoelectric coupling, and in a charge transfer \( q \) resulting from the plate’s deformation:

\[
q = cv + \chi \theta_s \tag{2}
\]

with \( c \) the characteristic capacity of the piezoelectric patch pair. Noting \( g \) the lineic conductivity of the output circuit, \( q \) and \( v \) are related through Ohm’s law

\[
\dot{q} + gv = 0. \tag{3}
\]

1.2 Non-linear solid dynamics

The system \{plate + piezo\} is represented as an Euler–Bernoulli beam, and large amplitude displacements of the beam are considered. The beam is inextensible and, taking into account the piezoelectric torque in

\[
\begin{align*}
\mu \ddot{x} &= \frac{T \tau - (B \theta_s - \chi v) n_s}{l} + f_{\text{fluid}}, \quad (4) \\
x_s &= \tau, \quad (5)
\end{align*}
\]

where \( B \) and \( \mu \) are respectively the uniform rigidity and lineic mass of the piezoelectric flag, \( T(s,t) \) is the plate’s tension and acts as a Lagrangian multiplier to enforce the inextensibility of the plate, and \( f_{\text{fluid}} \) is the fluid force per unit length on the flag. Clamped-free boundary conditions are used so that

\[
\begin{align*}
x &= 0, \quad \theta = 0 \quad &\text{at } s = 0, \\
B \theta_s - \chi v &= B \theta_{ss} - \chi v_s = 0 \quad &\text{at } s = L. \quad (7)
\end{align*}
\]

1.3 Fluid model

We focus here on the slender body limit \( l \ll L \), when the fluid force applied to the plate can be decomposed into two distinct parts: a reactive force [15], resulting from the added inertia of the fluid put in motion by
each cross-section of the plate, and a resistive force [16] accounting for inertial drag and dissipative effects:

$$ \mathbf{f}_{\text{fluid}} = -m_a \rho_l^2 \left( \dot{u}_n - (u_t u_n)_t + \frac{1}{2} u_n^2 \theta_n \right) \mathbf{n} - \frac{1}{2} \rho l c_d |u_n| u_n \mathbf{n}, $$

(8)

where $m_a$ and $c_d$ are the non-dimensional added mass and drag coefficient associated with the plate’s cross-section, respectively. and $u_t \tau + u_n \mathbf{n} = \mathbf{x} - U_n \mathbf{e}_n$ is the local relative velocity of the solid to the fluid at rest. The validity of this approach, initially developed to evaluate flow forces created by the motion of a fish body in large amplitude deformations, was recently confronted to and found in good agreement with Reynolds-Averaged Numerical Simulations (RANS) at high Reynolds number \([17]\). Although limited, in theory, to asymptotically small aspect ratios $l/L$, it was also shown recently that predictions using this approach provide satisfying results even up to $O(1)$ aspect ratio \([18]\). In the following, the aspect ratio is taken as $H^* = l/L = 0.5$, and we focus on thin flat plates so that $m_a = \pi/4$ and $c_d = 1.8$.

1.4 Harvesting efficiency

The total power $\mathcal{P}(t)$ harvested by the system is equal to the energy actually transferred to the output circuit and dissipated in the useful load $g$:

$$ \mathcal{P}(t) = \int_0^t g v(s, t)^2 ds. $$

(9)

The efficiency of the system is defined as the ratio of the harvested energy to the fluid kinetic energy flux through the section occupied by the system:

$$ \eta = \frac{\langle \mathcal{P} \rangle}{\frac{1}{2} \rho U_n^2 \omega A}, $$

(10)

with $\omega$ the peak-to-peak flapping amplitude, and $\langle \mathcal{P} \rangle$ the time-average of the output power.

1.5 Non-dimensional parameters

Equations (1)–(9) are non-dimensionalized using $L$, $L/U_n$ and $\rho L^3$ as reference length, time and mass, respectively. $v$ and $q$ are non-dimensionalized by $U_n \sqrt{\mu/c}$ and $U_n \sqrt{\mu c}$, respectively. The system is then characterized by five non-dimensional coefficients:

$$ M^* = \frac{\rho L^2}{\mu}, \quad U^* = U_n L \sqrt{\frac{\mu}{B}}, \quad H^* = \frac{l}{L}, $$

(11)

$$ \alpha = \frac{\chi}{\sqrt{Bc}}, \quad \beta = \frac{c U_n}{g L}, $$

(12)

corresponding to the fluid-solid inertia ratio, the non-dimensional flow velocity, the aspect ratio, the piezoelectric coupling and the tuning of the output circuit, respectively. $\beta$ is indeed the ratio of the non-dimensional timescale associated with the output RC-loop. In the following, all quantities are non-dimensionalized, unless specified otherwise.

2 LINEAR STABILITY ANALYSIS

We first consider the impact of the piezoelectric coupling on the linear stability of the flexible plate. In the absence of any coupling ($\alpha = 0$), the plate becomes unstable to flutter for a flow velocity $U^*$ greater than a threshold value $U^*_c(M^*)$ \([8, 9, 19]\).

2.1 Linearized equations

In the limit of small vertical displacement $y(s, t)$ of the plate, the linearized equations for $y$ and $v$ are obtained from Eqs. (2)–(4) as

$$ (1 + m_y M^* H^*) \ddot{y} + 2 m_y M^* H^* \dot{y} + m_y M^* H^* y_{ss} $$

$$ + \frac{1}{U_s^2} y_{sss} - \frac{\alpha}{U_s} v_{ss} = 0, $$

(13)

$$ \beta \dot{v} + v + \frac{\alpha \beta}{U_s} y_{ss} = 0. $$

(14)

Assuming $[y, v] = \Re \left( [Y(s), V(s)] e^{i \omega t} \right)$ with $\omega$ complex, Eqs (13)–(14), together with the boundary conditions

$$ Y(0) = Y_s(0) = 0, $$

(15)

$$ Y_{ss}(1) - \frac{\alpha}{U_s} V(1) = Y_{ss}(1) - \frac{\alpha}{U_s} V_s(1) = 0, $$

(16)

become an eigenvalue problem for $[Y, V]$ and $\omega$, solved numerically using a collocation method on $N$ Chebyshev-Gauss-Lobatto points (typically $N \approx 60–120$).

2.2 Impact of the piezoelectric coupling on the instability threshold

For a given output circuit (fixed $\beta$), an increase in the piezoelectric coupling $\alpha$ impacts the dynamics of the system in two ways: (i) it increases the effective rigidity of the system and (ii) it increases the energy transfer to the output circuit where it is dissipated. One therefore expects an increase of the critical velocity (i.e. a stabilization) due to the piezoelectric coupling. In Fig. 2, the critical velocity is represented for increasing values of $\alpha$. A stabilization is indeed observed for low $M^*$ (light fluid or short flag), while a destabilization of the higher
order dominant modes is observed for higher $M^*$ (typically heavier fluid or long flag). This effect was observed recently for a purely two-dimensional model (flag of infinite span), and can be related to the destabilization by damping of negative energy waves in the local stability analysis [14]. One should emphasize that the influence of the piezoelectric coupling is highly dependent on the tuning $\beta$ of the fluid-solid and electric systems. The results presented in Fig. 2 are obtained when both systems have similar fundamental time-scales.

For a fixed piezoelectric coupling $\alpha$, the frequency tuning of the fluid-solid and electrical systems, $\beta$, is a measure of the resistance in the output circuit. For $\beta \ll 1$, the piezoelectric patches’ electrodes are short-circuited: no electric potential is applied to the piezoelectric element and the piezoelectric torque in Eq. (1) vanishes. The flag dynamics is not modified by the piezoelectric, and the critical velocity threshold is that of a flag with no piezoelectric coupling, $U_{c0}$ (Figure 3). On the other hand, when $\beta \gg 1$, the conductivity of the output circuit is negligible and no charge transfer can occur between the electrodes. Equations (1)–(2) impose that the potential $v$, and therefore $M_{\text{piezo}}$ are proportional to curvature and effectively, the piezoelectric coupling acts as an increase in the flag’s rigidity. As a result, the critical velocity threshold in this open-circuit limit is obtained directly as $U_{c0} \sqrt{1 + \alpha^2}$ (Figure 3). Between these two limit cases, the impact described above is recovered: the fluid-solid-electric coupling induces a destabilization of the system at large $M^*$ and a stabilization for small $M^*$.

This destabilization by damping is particularly interesting from the point of view of harvesting energy from a flow. In general, the optimal operating regime of the device should be a trade-off between adding enough damping on the system to dissipate energy in the output circuit while maintaining sufficiently high flapping amplitude. When the system is destabilized by damping, initially at least, the addition of damping to the system satisfies both constraints: it increases the energy transfer while maintaining, or possibly enhancing, the flapping dynamics.

3 NON-LINEAR DYNAMICS

Studying the nonlinear dynamics of the fully coupled fluid-solid-electric system is necessary in order to determine the characteristics of the limit-cycle oscillations of the system (amplitude and frequency) and assess the amount of power that can be harvested by such a device. The non-dimensional form of Eqs. (1)–(8) is solved numerically using a Chebyshev collocation in space and a second order implicit time-stepping method [20]. The flag is initially at rest, with the piezoelectric patches in their reference configuration ($q = v = 0$). At $t = 0$, a small vertical perturbation is added to the horizontal flow to initiate the flag motion.

For $U^* > U_c$, the small perturbation results in an exponential growth of the flapping amplitude that eventually saturates (Figure 4). Two different behaviors can

FIGURE 2: Critical velocity threshold $U_c(M^*)$ for $\beta = 0.1$ and $\alpha = 0$ (uncoupled, thick light grey), $\alpha = 0.3$ (dashed), $\alpha = 0.5$ (dash-dotted) and $\alpha = 0.9$ (dotted).

FIGURE 3: Critical velocity threshold $U_c(M^*)$ for $\alpha = 0.5$ and $\beta = 0$ (short circuit, thick light grey), $\beta = 0.1$ (dashed), $\beta = 0.3$ (dash-dotted), $\beta = 1$ (dotted), $\beta = 3$ (solid) and $\beta = \infty$ (open circuit, thick dark grey)
then be observed: (i) the flag enters a strongly periodic regime with a limit cycle oscillation clearly identified or (ii) the flag dynamics is more complex, suggesting some nonlinear interactions between different modes, and some chaotic-looking motion.

A complete discussion of the properties of the latter behavior is beyond the scope of the present work, but it is worth noting that such complex behavior was reported in experimental and numerical studies on the flapping flag dynamics [9, 18, 21, 22], and is not specific to the piezoelectric coupling problem. For fixed $M^*$, $\alpha$ and $\beta$, as $U^*$ is increased beyond the critical velocity $U_c$, and more modes become unstable, the system shows different mode switching events, one being illustrated on Figures 4 and 5. The impact of such events on the harvesting performance is important as the amplitude, frequency and curvature distributions are modified.

In the case where a limit cycle can not be identified, the computation is carried over a long enough time frame to ensure that a stationary flapping state has been reached. The efficiency is then obtained using statistical averages over this interval in order to define $A$ and $\langle P \rangle$.

We are interested here in the influence of the different parameters on the system’s performance, measured here by the efficiency $\eta$, the ratio of the energy used in the output circuit (i.e. dissipated in the resistive elements) and of the flow kinetic energy flux through the cross-section occupied by the device. In Figure 6, the evolution of $\eta$ with $\beta$ and $U^*$ is represented for two different values of $M^*$.

One first observes that $\eta$ vanishes for both $\beta \ll 1$ and $\beta \gg 1$ and is only significant in the intermediate range $\beta \sim 0.1$–1, a direct result from the filtering properties of the RC-loop: for $\beta \ll 1$, the circuit’s resis-
tance is infinitesimal, resulting in negligible energy dissipation despite the charge transfers between the piezo-electric electrodes; for $\beta \gg 1$, the resistance is too large for any charge transfer to be possible. The dissipated power is maximum when the frequency of the forcing on the electrical circuit (here, the flapping flag frequency) is close to the circuit’s fundamental frequency $g/c$. This is confirmed by comparing the results for $M^* = 1$ and $M^* = 10$: for larger $M^*$, higher order modes are known to become dominant and have typically higher frequencies [9]. The maximum efficiency is then obtained for a higher characteristic frequency of the electrical circuit, namely a smaller value of $\beta$ (Figure 6).

For a fixed $\beta$ and increasing $U^*$, successive optimal regions are observed separated by low-efficiency transition regions. This behavior can be interpreted from the mode switching events observed on Figure 4 and 5: as $U^*$ is increased, the efficiency of the system increases while the dynamics of the system remains locked on the same mode, because the frequency of that mode is increasing with $U^*$. However, as more modes become unstable the limit cycle oscillations can lock onto a different mode with lower frequency resulting in a drop in the system’s efficiency. One observes that when the fluid inertia is increased (greater $M^*$), mode switching events occur at more closely-spaced values of $U^*$.

The effect of $\beta$ can also be observed on the stability threshold: for small $M^*$, the critical velocity increases monotonically with $\beta$ between the short-circuit and open-circuit limits, while destabilization by damping is observed for larger $M^*$. Figure 6(b) also shows that the impact of $\beta$ on the mode switching thresholds is similar to that on the stability threshold.

The performance of the system can therefore be optimized by tuning the output circuit to the frequency of the flag dynamics. This frequency is however not constant but is itself modified by the fluid-solid-electric coupling. In Fig. 7, we consider the evolution of the efficiency of the optimally-tuned system with $M^*$ and $U^*$: for a given value of these two parameters, the maximum achievable efficiency (over all possible values of $\beta$) is represented. One observes that the efficiency is in general an increasing function of $U^*$ (as seen previously) and $M^*$. This higher efficiency of the high-fluid loading limit (large $M^*$) confirms the linear analysis in Ref. [14], where the energy transfer from the fluid-solid system to the electrical circuit was shown to be more efficient on configurations destabilized by damping. Maximum efficiencies above 10% are achievable, but it must be pointed out that the efficiency is strongly dependent on $U^*$ at higher $M^*$ as critical flow velocities leading to mode switching events get closer as $M^*$ is increased (Figure 6). This results in an increased sensitivity of the device’s performance with the flow velocity.

**CONCLUSIONS**

The present study provides some important insight on the coupled dynamics of a classical fluid-solid system (a flapping flag) and an output circuit producing electrical energy from the deformation of the structure. It was shown that the coupling can lead to a destabilization of the system, corresponding to an increase in the operating range of the device. The destabilized range of fluid loading $M^*$ also corresponds to the highest harvesting efficiencies. The role of the tuning of the output circuit to
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Abstract

We study a new fundamental system comprising a cantilevered thin flexible plate aligned with a uniform flow in which its upstream end is attached to a spring-mass system. This allows the entire system to oscillate perpendicularly to the flow direction as a result of the mounting’s dynamic interaction with the flow-induced oscillations of the flexible plate. The long-term goal of the study is the development of an energy harvesting system whereby the reciprocating motion of the support system can be tapped for energy production. Here we formulate and deploy a hybrid of theoretical and computational models for the system and map out its linear stability characteristics. Compared to a fixed cantilever, the introduction of the dynamic support system yields lower flutter-onset flow speeds and a reduction of the order of the mode that yields the critical flow speed, effects that are desirable for energy harvesting.

Introduction

Recent practical motivation for the renewed study of cantilevered-free flexible plates in axial flow - a problem first studied in the modern era by [1] - is the potential to use flow-induced oscillations, or flutter, of the flexible plate to capture kinetic energy from the mean flow. Vortex-shedding from an upstream cylinder can be used to drive the dynamic deformation of the flexible plate [2, 3] that principally operates at frequencies determined by the Strouhal number of the cylinder flow. Perhaps more versatile are the recent ideas of [4-6] wherein it is the fluid-structure interaction of the flexible plate that is the source of its motions; these exploit the naturally occurring flutter instability of the flexible plate above a critical flow speed. In most of these studies the mechanical energy of the flexible-plate is converted to electrical energy via a piezoelectric material adhered to the surface of the flexible plate. This is both less convenient and robust than energy-harvesting systems in which the pitching and heaving of a rigid aerofoil drive reciprocating motion that can readily be converted into rotary motion of a shaft; for example see [7-9].

The long-term goal of the present work is the development of an energy-harvesting system that combines the merits of the flexible-plate flutter systems with the robust energy transmission principles of rigid-aerofoil systems. We therefore conceive the system illustrated in Fig. 1 wherein the flow-induced oscillations of the flexible plate drive vertical oscillatory motion of a mass-spring support system having its own dynamics that can clearly be tuned. The extraction of power could readily be modelled by the inclusion of a linear damping at the support. However, the first step towards our goal is to understand the stability characteristics of this new fundamental FSI system.

In this paper we therefore develop a theoretical and computational model of the two-dimensional system,

FIGURE 1: THE FLUID-STRUCTURE SYSTEM UNDER CONSIDERATION.
THEORETICAL AND COMPUTATIONAL MODELLING

The essential modelling is described in detail in [10] wherein the system of Fig. 1 was mounted symmetrically within a channel with its walls located at y = ±H; the present system is obtained by letting H → ∞. For the present paper, we also neglect the effects of the wake that were modelled in the precursor paper.

Simply supported free beams where the support can move vertically and actuate the system have been analysed in studies of insect flight, for example see [12], and constrain that the leading edge must follow (i) the heaving motion and (ii) the pitching motion of the actuating force. In our study we allow that as well as applying an actuating force due to the reaction of the spring, the motion of the leading edge can also be actuated upon by the motion of the flexible plate; we therefore modify these constraints so that they are applied through the inclusion of (i) a non-zero normal velocity at all panel control points equal to the velocity of the first mass point (upstream end of the flexible plate), and (ii) a shear-force balance condition at the leading edge that transmits the shear force that drives the vertical motion of the mounting system and the rigid, upstream splitter-plate whilst also enforcing that neither free nor controlled rotation of the beam about its leading edge is permitted; this means that the support mechanism can provide, without deformation, any level of moment reaction to the flexible plate at its upstream end.

We now summarise the approach of [10] as applied to the present investigation and show how these two conditions for the spring-mass system are readily incorporated in the model. J, and J are the number of panels on the rigid central-surface and the flexible plate respectively. At the centre of each panel is a control point where properties relating to the fluid pressure calculated for each panel are assumed to be located. In contrast, the flexible plate is discretised into a set of (N = J − 1) mass points where the mechanical properties of the plate will be assumed centred. The flow field is found using a linearised boundary-element method (BEM) with first-order vortex panels on the flexible plate because of the discontinuity of tangential fluid velocity across this surface that makes it a lifting surface; the distributed lift drives the motion of the flexible plate. The singularity strengths are determined by enforcing the no-flux boundary condition at every panel control point and continuity of the distributed vorticity between adjacent panels used to discretise the flexible plate. However, enforcing condition (i) from above requires that the no-flux condition be modified to reflect that all the panels now move with an additional component of normal velocity η₁. Thus the vector of singularity strengths is given by

\[ \{\Gamma_m\} = \left[\sum_1^N\right]^{-1}\{U_\infty\theta_m + \eta_m + \eta_1\}, \]  

where \(\Gamma_m\) contains the zero- and first-order coefficients of the singularity distributions on the panels in the BEM; \(U_\infty\) is the free-stream flow speed. \([\sum_1^N]\) contains, in addition to the normal influence-coefficients of the singularities, the boundary conditions of: a) vortex strength continuity at panel end points; and b) zero vorticity at the plate’s trailing edge, thus enforcing the standard Kutta condition of zero pressure difference at the trailing edge for linear displacements. The panel’s angle to the horizontal is \(\theta_m\) which in the linear framework is the streamwise spatial derivative of the deformed interface, \(\eta_m\).

The unsteady Bernoulli equation is used to determine the pressure distribution on the flexible plate. The transmural pressure is then used as the forcing term in the one-dimensional thin flexible-plate equation couched in finite-difference form. The motions of the plate and the fluid flow are fully coupled through deflection, vertical velocity and acceleration of the two media at their interface. This allows the following single system (matrix) equation to be written

\[
\rho h \left[ I \right] \{\eta + \eta_1\} + d \left[ I \right] \{\dot{\eta}\} + B \left[ D_4 \right] \{\eta\} + K \left[ I \right] \{\eta\} = 2\rho_f U_\infty^2 \frac{1}{\delta x} \left[ B_4^T \right] \{\eta_m\} + \rho_f U_\infty \left[ B_4^T \right] \{\dot{\eta}_m\}
\]
where \([B]\) are matrices of singularity influence coefficients, \([D_4]\) is a fourth-order spatial-differentiation matrix and \([I]\) is the identity matrix. The \([B]\) matrices marked with a + or − have been suitably rearranged to have the equations in terms of \(\eta\) instead of \(\theta\); those marked with an asterisk * are the additional affects of the system mobile mounting and only contain values in their first column. \(\rho, h, d\) and \(B\) are respectively, the material density, thickness, dashpot-type damping coefficient and flexural rigidity of the plate, the dynamics of which appear on the left-hand side of the equation. The extra \(\bar{\eta}_1\) in the first mass term on the left-hand side reflects the extra inertia of the system owing to the moving neutral axis. Uniform discretisation of the plate length \(L\) into \(N\) collocation points defines \(\delta x = L/N\). The pressure perturbation that drives the plate motion appears on the right-hand side, where \(\rho_f\) is the fluid density. The pressure terms that depend on plate displacement, velocity and acceleration in Eqn. (2) can be interpreted as the hydrodynamic stiffness, damping and inertia respectively.

Equation (2) above applies to the mass points from 2 through to \(N\). For \(N = 1\) condition (ii) will be applied as the upstream end condition where the shear force drives the vertical motion of the mounting system and the rigid upstream splitter plate. Thus, the shear force in the flexible plate is calculated exactly from the enforcement of the following force-balance condition at its leading edge where it connects to the spring-mass support mechanism that has displacement \(\eta_1(t)\),

\[
M \frac{\partial^2 \eta_1}{\partial t^2} + K \eta_1 = \frac{E h^3}{12} \frac{\partial^3 \eta}{\partial x^3} |_{x=0} + \int_{-L_1}^0 \delta p_x dx, \tag{3}
\]

and where \(\eta(x,t)\) is the flexible-plate vertical-displacement field; \(\delta p_x\) is the pressure difference across the moving splitter plate that generates an additional vertical force driving the motion of the support system. The shear condition is therefore joining two separate systems: a vertically oscillating flat plate joined to a vertically oscillating flexible plate.

It is also noted that the first mass point in the system is at the exact same height as the cantilever leading to a flat panel in the BEM and therefore an absence of hydrodynamic stiffness on this panel as well as along the rigid inlet; it is effectively an extension of the rigid inlet and therefore the pressure on this panel is included in the value of \(\delta p_x\) on the right hand side of Eqn. (3). We therefore have the following values for the boundary condition mass points

\[
\eta_{-1} = \eta_0 = \eta_1, \quad \dot{\eta}_0 = \dot{\eta}_1 \quad \text{and} \quad \ddot{\eta}_0 = \ddot{\eta}_1. \tag{4a, b, c}
\]

The values in Eqn. (4) are applied in the first columns of the \([B]\) matrices and the matrix \([D_4]\).

To model the mass of the inlet we introduce a point mass at the first mass point; its value is given in quanta, \(n_f^2\), of total flexible plate mass (per unit width), \(M_f^2 = \rho h L\). To effect this, the plate mass \(M\) in Eqn. (3) becomes \(M + n_f^2 M_f^2\). It is noted that the rigid inlet surface is totally rigid and so only exists in the plate model owing to this added mass: it does physically exist on the fluid side of the model to capture its aerodynamic effects.

We take two approaches to the solution of the system comprised of Eqns. (2) and (3). In the first we reduce the second-order ordinary differential equation in \(\eta\) to first-order using the state-space variables \(w_1(t) = \eta(t)\) and \(w_2(t) = \dot{\eta}(t)\). Rearranging in companion-matrix form then yields the system equation

\[
\dot{w} = [H]w \quad \text{where} \quad w = [w_1, w_2]^T. \tag{5}
\]

Single-frequency time-dependent response is assumed at \(\omega\) which is a complex eigenvalue of \([H]\). Positive \(\omega_t\) and \(\omega_r\) respectively represent the oscillatory and amplifying parts of the response.

Alternatively, we perform a time-discretisation of the system comprised of Eqns. (2) and (3) and then numerically time-step, using a semi-implicit method, the equation to determine the system response to some form of initial perturbation. In doing so we are able to study transient behaviour and reveal localised flow-structure dynamics that when summed contribute to the system response.

**RESULTS**

Our results are presented in non-dimensional form having used the scheme of [13], and derived more explicitly in [14], whereby reference time and length are given by

\[
t_r = (\rho h)^{2/3}/(\rho_f^2 R_f^{1/3}) \quad \text{and} \quad L_r = \rho h/\rho_f, \tag{6a, b}
\]

and therefore

\[
t = t/t_r \quad \text{and} \quad U = U_{ao} t_r/L_r. \tag{7a, b}
\]
The non-dimensional streamwise coordinate, the length (or mass ratio) of the flexible plate and the non-dimensional rigid inlet length are defined by

$$\bar{x} = x/L, \quad \bar{L} = L/L_s \quad \text{and} \quad \bar{L}_s = L_s/L.$$  

(8a, b, c)

This scheme permits $\bar{U}$ and $\bar{L}$ to be interpreted respectively as the physical flow speed and plate length for given fluid and plate properties.

Instead of using the non-dimensional form of $\bar{K}$ associated with the foregoing scheme, we use the following property from systems analysis

$$\bar{\omega}_k = \sqrt{\frac{K}{M_s}} \bar{r},$$  

(9)

where $\bar{\omega}_k$ is the non-dimensional natural frequency of the spring-mass system. $M_s$ is defined as

$$M_s = (n_s^+ + 1) \rho h L,$$  

(10)

the whole mass of the plate being critical to the spring-mass system’s natural frequency; the effect of the fluid mass along the flexible and rigid surfaces on the natural frequency is compensated for in the non-dimensional scheme.

In summary, we find that the critical velocity of the system $\bar{U}_c$ takes the functional dependence

$$\bar{U}_c = f(\bar{L}, \bar{L}_s, n_s^+, \bar{\omega}_k),$$  

(11)

on the system’s control parameters. We discretise the flexible plate into $N$ mass points, following the study in [10] wherein the present methods were validated, and extract all $N$ system eigenmodes.

**Stability Characteristics**

We first review the results for a homogeneous, or ‘standard’, short plate at $\bar{L} = 1$ presented in [10] for $\bar{H} = 1$ (for which the channel walls were shown to exert negligible effect) with $\bar{L}_s = 0$. Figure 2a shows the variation of system eigenvalues with applied flow speed. In this and subsequent eigenvalue plots the broken lines denote the oscillatory (imaginary) part of the eigenvalue, $\omega_i$, while the solid lines show the associated growth/decay (real) part of the eigenvalue, $\omega_r$. The modes are numbered in the plots following their order of increasing frequency at zero flow speed. Instability sets in at the lowest flow speed (the critical flow speed, $\bar{U}_c$) for which $\omega_r$ becomes positive, i.e. that at which the $\omega_r$ locus crosses the horizontal axis to move into the upper positive quadrant of the plot. In Fig. 2a it is seen that single-mode flutter of the second system mode - highlighted by a thicker line type - is the critical instability at a non-dimensional flow speed $\bar{U} = \bar{U}_c = 5.452$. Figure 2b shows the numerical simulation of the critical mode at this flow speed. The simulation was started by releasing the plate from an applied deformation - the thick black line - in the shape of the second in-vacuo mode. The critical mode, seen to contain strong contributions from the first and second in-vacuo modes, then evolves from the initial excitation.

Figure 3 shows the effect on these results of the now oscillating mounting support of the cantilever. Contrasting with Fig. 2b, Fig. 3b shows that the critical mode shape loses most of its second-order mode content and becomes more first-mode dominated. The reason for this is seen in Fig. 3a as the stronger real component of the first mode just below the $x$-axis. For this reason the simulation was started by releasing the plate from an applied deformation in the shape of the first in-vacuo mode enabling the system to settle more quickly into its limit cycle. It is noted that the mobile cantilever instability is more severe as shown by a steeper gradient of the real part of Mode 2 when it becomes positive.

We now review the results presented in [10] for $\bar{H} = 1$ with a rigid, upstream splitter-plate that gives $\bar{L}_s = 1$. In Fig. 4a it is seen that modal-coalescence flutter of the second and third system modes - highlighted by a thicker line type - is the critical instability at a non-dimensional flow speed $\bar{U} = \bar{U}_c = 13.48$. Figure 4b shows that the critical mode, containing strong contributions from the second and third in-vacuo modes, then evolves from the initial excitation.

Figure 5 shows the effect on these results of the now oscillating mounting support of the cantilever. Figure 5b shows that the critical mode shape loses some of its third-order mode content as the first node becomes absorbed into the movement of the mobile cantilever. This allows the second-order mode content to become greater than in the fixed cantilever case. Figure 5a shows that the frequency of oscillation is much lower as seen in the much lower imaginary part of the third mode at the critical velocity. It also shows that the instability is less severe because the gradient of the real part of Mode 3 is milder where it crosses the axis and that the modal coalescence between Modes 2 and 3 is less pronounced as compared with the corresponding features in Fig. 4a. The spring mounting has reduced the difference in frequency between the system modes at zero flow speed: thus, the
gap between the frequencies of Modes 2 and 3 to achieve modal coalescence through the fluid loading is substantially less. This type of instability is sensitive to the magnitude of the applied fluid pressure (that scales with flow speed) and thus for the spring-mounted case the instability first occurs at a lower value of flow speed than for a fixed cantilever.

Figures 6a and 7a show how the critical speeds of instability onset vary with the spring-mounting characterised by $\omega_s$ for fixed $L_c$ with $n^+_c = 0$ and $L_s = 0$ and 1 respectively while Figs. 6b and 7b show the corresponding variation of the frequencies of the critical modes. The vertical dashed lines show the $U_c$ and $\omega$ values for the fixed cantilever case. In Figure 6 the system is destabilised by single-mode flutter while in Fig. 7 the instability is due to a modal-coalescence of system Modes 2 and 3. We remark that the detailed results of Figs. 3 and 5 respectively appear as the data points for $\omega_s^{-1} = 1$ in Figs. 6 and 7. Figures 6a and 7a show that the spring-mounted cantilever is typically less stable - critical flow speeds are lower - than the fixed cantilever. Figures 6b and 7b show that the introduction of the spring-mounting generally decreases the oscillation frequencies of the critical mode as compared with the fixed-cantilever although an unusual region appears in Fig. 7b for high mounting spring stiffness wherein the frequency actually exceeds that of the fixed case. The onset flow speeds and frequencies of the critical mode are seen to approach those of the fixed cantilever.

Figures 6a and 7a show how the critical speeds of instability onset vary with the spring-mounting characterised by $\omega_s$ for fixed $L_c$ with $n^+_c = 0$ and $L_s = 0$ and 1 respectively while Figs. 6b and 7b show the corresponding variation of the frequencies of the critical modes. The vertical dashed lines show the $U_c$ and $\omega$ values for the fixed cantilever case. In Figure 6 the system is destabilised by single-mode flutter while in Fig. 7 the instability is due to a modal-coalescence of system Modes 2 and 3. We remark that the detailed results of Figs. 3 and 5 respectively appear as the data points for $\omega_s^{-1} = 1$ in Figs. 6 and 7. Figures 6a and 7a show that the spring-mounted cantilever is typically less stable - critical flow speeds are lower - than the fixed cantilever. Figures 6b and 7b show that the introduction of the spring-mounting generally decreases the oscillation frequencies of the critical mode as compared with the fixed-cantilever although an unusual region appears in Fig. 7b for high mounting spring stiffness wherein the frequency actually exceeds that of the fixed case. The onset flow speeds and frequencies of the critical mode are seen to approach those of the fixed cantilever.
feature of Figs. 6a and 7a is that there exists a minimum value of critical speed. This is due to switching of the critical mode. Thus, as \( \omega_s \) is decreased in Fig. 6a the lower branch is principally characterised by Mode-2 content typified by Fig. 2b whereas the upper branch is dominated by Mode-1 content as typified by Fig. 3b. A similar effect occurs for modal-coalescence flutter in Fig. 7a; the lower branch mode strongly features Mode 3 content while the upper branch is principally a Mode-2 deformation, these being typified by Figs. 4b and 5b respectively. These effects - the reduction of critical-mode order - are reflected in the reduction of critical mode frequency seen in Figs. 6b and 7b as \( \omega_s \) is reduced.

**CONCLUDING REMARKS**

We have developed a model for predicting the two-dimensional linear-stability characteristics of a spring-mounted cantilevered flexible plate in a uniform flow. The basic stability characteristics of the system have been investigated for cases without and with a rigid upstream splitter plate that, for a rigid mounting, would succumb to single-mode and modal-coalescence flutter respectively. It has been shown that the introduction of a spring-mounting is generally destabilising in that it leads to lower values of the critical flow speed of the onset of both types of flutter. As the natural frequency of the mounting system is reduced, a value is reached for which the critical speed is a minimum. This minimum exists because the critical mode evolves from one of a higher to a lower order that can then become more stable with further decreases to the mounting stiffness. In effect the flexible plate becomes very stiff as compared with the mounting system and the entire system then asymptotes towards rigid-body motion of the plate and support. These stability findings augur well for the introduction of means to extract power from the reciprocating motion of the support; this is readily modelled by introducing a dashpot damper alongside the spring. The present methods can...
then be used to determine optimal system parameters for energy harvesting.
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ABSTRACT
Lock-in is a critical aspect of aeroacoustic resonance and consists in the ability of the acoustic field to modify the hydrodynamic vortex shedding frequency to self-excite and self-sustain acoustic resonance. Experimental studies have demonstrated that lock-in depends on the amplitude of the acoustic field and the frequency ratio. This paper investigates the effect of the Reynolds number on the ability of a system to achieve lock-in. Lock-in is modeled with CFD for a configuration of two cylinders in tandem. A hydrodynamic analogy is used which represents the acoustic excitation as an oscillating velocity boundary condition applied to the incompressible flow. Two lock-in conditions are simulated: a pre-coincidence resonance at a frequency ratio of 1.2; and coincidence resonance at a frequency ratio of 0.85. Both conditions are simulated at 12 Reynolds numbers in the range \(1.1 \times 10^4\) to \(3.6 \times 10^4\). The results have shown that lock-in occurs only at the higher Reynolds numbers above a threshold of \(2.7 \times 10^4\).

NOMENCLATURE

- \(A\)  acoustic wave amplitude
- \(D\)  cylinder diameter
- \(f_{ac}\)  acoustic frequency
- \(f_n\)  natural frequency of vortex shedding
- \(P\)  pressure distribution
- \(Re\)  Reynolds number \(\rho V D / \mu\)
- \(St\)  Strouhal number \(f_n D / V_o\)
- \(t\)  time
- \(U_p\)  acoustic particle velocity
- \(V\)  hydrodynamic velocity
- \(V_o\)  mainstream velocity
- \(\Pi\)  acoustic power
- \(\mathcal{R}\)  integration volume
- \(\omega\)  hydrodynamic vorticity
- \(\rho\)  mean air density
- \(\mu\)  mean air viscosity

INTRODUCTION
Ducted air flows may experience acoustic resonance, especially if the configuration includes a rapid change in duct cross section or bluff bodies. The sound is instigated by the instability in the flow due to the presence of the bluff body [1, 2]. As the flow passes the body, vortices are shed periodically at a frequency \(f_n\) that increases linearly with the flow velocity \(V_o\). This relationship is characterised by a constant Strouhal number. Aeroacoustic resonance is experienced in ducted flows when the frequency of the flow periodicity (i.e. vortex shedding) approaches the acoustic frequency of the duct [3,4].

If vortex shedding simply acted as a periodic excitation force, then the occurrence of resonance at frequency coincidence (i.e. \(f_b = f_n\)) would not be remarkable. However, the acoustic field modifies the hydrodynamic field so that the vortex shedding frequency coincidences with the acoustic resonant frequency not at a single flow velocity, but over a range of flow velocities. This is called lock-in. During lock-in the shedding frequencies remain constant as flow velocity is increased until resonance subsides and the vortex shedding process reverts to the frequency indicated by the Strouhal number. This behaviour is shown schematically in figure 1.

FIGURE 1: SCHEMATIC OF LOCK-IN CONDITION.
Behavior of frequency of vortex shedding at the increasing of flow velocity and synchronization of frequencies at the excited acoustic frequency (lock-in).
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While the basic phenomenon is well known, predicting the flow velocity at which lock-in starts is not yet possible, and hence it is difficult to assess a priori the degree to which a particular system may be prone to acoustic resonance.

Aeroacoustic resonance can be found in many engineering systems such as in heat exchangers which often consist of long slender pipes orientated in some regular pattern. It can also be a problem in heating, ventilating and air conditioning (HVAC) systems and environmental control system (ECS) installations in aircraft. It is a concern for the designers because the sound pressure levels (SPL) can exceed 140dB [5]. Furthermore, the resulting acoustic pressure can exceed the dynamic head of the flow [6] which could even lead to fatigue failure.

The requirement to avoid lock-in is therefore enforcing an upper limit to the practicable flow velocities [7, 8]. Figure 2 shows a typical aeroacoustic behavior of a heat exchanger. The data refer to Finnegan’s[9,10] experiments where he measured the sound pressure and the vortex shedding from a tube array exposed at different flow velocities within a duct having a natural acoustic frequency of 322 Hz. Figure 2(a) shows the associated spectra of a point velocity measurements with a hot wire. Figure 2(b) shows the sound pressure level as a cross flow velocity increases. The lock-in region (16m/s-21m/s) is apparent in both data sets. The peak SPL is over 154dB (1000Pa).

Many of the investigations conducted until to date have focused on the definition of the extends of the lock in range using as case studies configurations of single and tandem cylinders. Blevins and Blesser [3, 11] conducted experiments using single cylinders in cross flow trying to develop a model to predict the resonant sound pressure level in heat exchangers tube bundles. They founded that for a single cylinder the lock-in range appeared over one set of flow velocities and was excited by the vortex shedding process observed in absence of resonance. Hall et al. [12] analyzed the effect of sound on the vortex shedding frequency for single and tandem cylinders at a spacing ratios, L/D, of 2.5 and 1.75; they varied the amplitude of the excitation in relation to the mean flow velocity and observed that, sound shifted the vortex shedding frequency to the frequency of excitation even when the excitation amplitude was as low as 0.5% of the mean flow velocity. Figure 3 shows the results of their tests: the shadowing indicates, for each case the amplitude and the frequency ratios for which lock-in occurred. As it can be seen for the two cylinders configuration, the lock-in range was wider than for a single cylinder case and this behavior was also seen as the cylinders spacing ratio was reduced. Mohany and Ziada [13] conducted experiments over a single cylinder to study the dependency of the lock-in from the cylinder diameter.

They noticed that, as the cylinder diameter was increased, the reduced flow velocity required to instigate resonance decreased and the lock-in range was wider. Furthermore the sound pressure level measured for the bigger cylinder diameter was strongly intensified. The acoustic pressure in fact increased by an order of magnitude as the cylinder diameter was doubled. The authors also considered a configuration of two cylinders in tandem to define the dependency of the lock-in range from the spacing ratio, L/D, between them. During their experiments they recognized that, when the cylinders spacing ratio was less than 3.5, in contrast to a single cylinder case, the resonance mechanism occurring at lock-in velocities...
before the frequencies coincidence \((f_p < f_a)\) was different from the resonance phenomenon occurring at lock-in velocities after frequency coincidence \((f_p > f_a)\). During the first resonance, which they defined as pre-coincidence resonance, the sound pressure level (SPL) was reported to be higher than the one emitted after coincidence was achieved, and more remarkably, that the causes which instigated pre-coincidence resonance appeared diverse from the ones which instigated coincidence resonance. This was confirmed also by the experiments of Finnegan et al \[10\]. In this investigation of the distribution of the acoustic sources around two cylinders in tandem, it was found that there was a positive net acoustic power in the wake of the downstream cylinder for coincidence resonance which, similar to the single cylinder case, confirmed the vortex shedding in the wake as the process responsible for this type of resonance. For the pre-coincidence resonance, the strongest source appeared instead in the gap between the cylinders.

These experimental studies have demonstrated that the ability of the acoustic field to modify the hydrodynamic vortex shedding frequency depends on the amplitude of the acoustic field and the frequency ratio \(f_p / f_v\). However, practically, the vortex shedding frequency depends on the flow velocity, and so for a given duct geometry, quite a narrow range of velocities, and hence Reynolds numbers, have been examined. In this study, the effect of Reynolds number on the ability of the system to achieve lock-in is investigated. The condition of lock-in is modeled numerically through CFD for a configuration of two cylinders in tandem. Two lock-in conditions are simulated: a pre-coincidence resonance at a frequency ratio of 1.2; and coincidence resonance at a frequency ratio of 0.85. Both conditions are simulated at 12 Reynolds numbers in the range \(1.1\times10^4\) to \(3.6\times10^4\).

**FIGURE 4: SCHEMATIC OF OSCILLATING CROSS FLOW BOUNDARY CONDITION.** Sinusoidal velocity applied at the flow boundary to simulate acoustics.

**USE OF HYDRODYNAMIC ANALOGY TO MODEL AEROACOUSTIC RESONANCE**

The primary flow induced acoustic mode in a rectangular section duct consists of a transverse standing wave (i.e. normal to flow direction). Tan et al. \[14\] proposed an hydrodynamic analogy in which the acoustic field is represented as an oscillating cross flow velocity boundary condition applied to an incompressible flow. A sinusoidal velocity of the form

\[
\hat{v}(t) = A \sin(2\pi f_a t)
\]

is applied perpendicularly to the flow direction as shown in figure 4; \(A\) represents the acoustic particles velocity amplitude and \(f_a\) is the acoustic frequency. This has two advantages. Firstly, the compressibility associated with acoustics does not have to be modeled directly; and secondly, a RANS calculation is sufficient.

Mohany and Ziada \[15\] have used this analogy to model resonance for a single and two cylinders at a spacing ratio \(L/D\) of 2.5 using a Reynolds number of \(2.5\times10^4\). In their work they have simulated the acoustic resonance for different lock-in velocity by changing the frequency of the cross-flow oscillation \(f_p\) relative to that of the vortex shedding \(f_v\). Frequency ratio was in the range of 0.9-0.8 to model cases of coincidence resonance; and in the range of 1.1-1.35 for pre-coincidence resonance. For the single cylinder case they have varied the oscillation amplitude of the acoustic wave and have found a lock-in map similar to that obtained experimentally by Hall et al. \[12\]. Reyes et al. \[16\] used the same two cylinder configuration of Mohany and Ziada \[15\] including the Reynolds number of \(2.5\times10^4\), the amplitude and frequency range to simulate lock-in condition.

**FIGURE 5: LOCK-IN MAP OBTAINED FROM NUMERICAL SIMULATIONS.** Dependence of lock-in on the amplitude and frequency of the cross flow oscillation for a single cylinder as obtained numerically by Reyes et al.\[16\].

They have investigated the dependency of the lock-in condition from the acoustic amplitude and frequency ratio for the two cylinders configuration obtaining a lock-in map for this configuration in agreement to that obtained by Hall et al. \[12\] for a similar case and shown in figure 5. Mohany and Ziada \[15\] and Reyes et al. \[16\] used the numerical flow field to calculate the acoustic power spatial distribution around a single and two tandem cylinder following the formula of Howe. Accordingly to Howe’s theory of aerodynamic sound \[17\], at low Mach numbers the instantaneous Acoustic Power \(\overline{\Pi}\) generated by an unsteady vorticity field \(\overline{\omega}\) embedded within an acoustic field of particles velocity \(\overline{\mathbf{u}}\) can be expressed as the triple product of \(\overline{\omega} \cdot (\overline{\mathbf{u}} \times \mathbf{v})\) with \(\mathbf{v}\) as the flow velocity. The
integration of the instantaneous acoustic power over a flow volume \( \Omega \) for a complete acoustic cycle gives the net acoustic energy that the sound and the flow are exchanging:

\[
\Pi = -\rho \int \mathbf{a} \cdot (\mathbf{U}_a \times \nabla) d\Omega
\]  

(1)

The flow regions where \( \Pi \) is positive imply that acoustic resonance is enhanced and sustained as the flow field is transferring energy to the sound field, indicating an acoustic source. Regions with negative value of \( \Pi \) correspond instead to an energy transferring from the sound field to the flow indicating an acoustic sink.

Thus the numerical model of resonant flows obtained through the hydrodynamic analogy of Tan et al. [14] can be used to extract the variables \( \mathbf{a}, \mathbf{U}_a \) which enter in the integral calculation together with the acoustic particles velocity \( \mathbf{U}_p \) obtained experimentally going to excite the acoustic mode of a test duct. The acoustic particles velocity is calculated by mean of the Euler’s formula:

\[
U_{a(x,y)} = \frac{A}{2\pi f_{a}\text{cos}(2\pi f_{a}t)} \cdot \nabla P
\]  

(2)

For the two cylinder configuration, Mohany and Ziada [15] obtained net acoustic power between the cylinders and in the near wake. This acoustic source distribution is qualitatively similar to that obtained empirically by Finnegan, Meskell and Ziada [10].

Considering the success in predicting lock-in dependency on amplitude and acoustic source distribution, it appears that the hydrodynamic analogy is a useful tool.

**MODEL DESCRIPTION AND SIMULATIONS ASSUMPTIONS**

Twelve different velocities are simulated with Reynolds numbers in the range \( 1.1 \times 10^5 \text{ to } 3.6 \times 10^4 \). This is a similar range of Reynolds numbers to that considered experimentally by Finnegan et al. [10]. The flow is simulated with and without acoustic excitation at all flow velocities. The vortex shedding frequencies obtained without excitation are used to define the frequency of the oscillating velocity. The ratio between the frequency \( f_{a} \) to that of the vortex shedding, \( f_{\text{fs}} \), is defined as 0.85 for the coincidence resonance and as 1.2 for the pre-coincidence resonance.

The amplitude \( A \) of the oscillation is 10% of the flow velocity \( V_{\infty} \). The unsteady flow was simulated using the commercial CFD code ANSYS Fluent 12.1 [18]. The flow is assumed to be incompressible standard air with \( \rho = 1.225 \text{ kg/m}^3 \) and \( \mu = 1.78 \times 10^{-5} \text{ kg/m} \cdot \text{s} \).

Table 1 specifies the uniform inlet flow velocities simulated, and the associated acoustic excitation frequencies applied in the pre-coincidence and coincidence scenarios.

The cylinders have a diameter \( D \) of 13 mm and a pitch ratio \( (L/D) \) of 2.5. The computational domain extends \( 5D \) upstream and \( 20D \) downstream of the centre of the leading cylinder. The domain is \( 5D \) wide on both sides, see figure 6. The flow is solved using uRANS.

**TABLE 1. SIMULATED FLOW CONDITIONS AND EXCITATION FREQUENCIES.**

<table>
<thead>
<tr>
<th>Inlet flow velocity</th>
<th>Reynolds number</th>
<th>Fz. Vortex shedding simulated</th>
<th>Acoustic fz. simulated Precoinc.</th>
<th>Acoustic fz. simulated Coinc.</th>
</tr>
</thead>
<tbody>
<tr>
<td>12.23 m/s</td>
<td>10900</td>
<td>170 Hz</td>
<td>204 Hz</td>
<td>144 Hz</td>
</tr>
<tr>
<td>15.29 m/s</td>
<td>13679</td>
<td>218 Hz</td>
<td>262 Hz</td>
<td>185 Hz</td>
</tr>
<tr>
<td>18.85 m/s</td>
<td>16864</td>
<td>252 Hz</td>
<td>303 Hz</td>
<td>214 Hz</td>
</tr>
<tr>
<td>21.76 m/s</td>
<td>19467</td>
<td>304 Hz</td>
<td>365 Hz</td>
<td>258 Hz</td>
</tr>
<tr>
<td>24.91 m/s</td>
<td>22286</td>
<td>340 Hz</td>
<td>408 Hz</td>
<td>289 Hz</td>
</tr>
<tr>
<td>27.65 m/s</td>
<td>24737</td>
<td>380 Hz</td>
<td>456 Hz</td>
<td>323 Hz</td>
</tr>
<tr>
<td>30.90 m/s</td>
<td>27645</td>
<td>456 Hz</td>
<td>547 Hz</td>
<td>387 Hz</td>
</tr>
<tr>
<td>33.55 m/s</td>
<td>30015</td>
<td>482 Hz</td>
<td>579 Hz</td>
<td>410 Hz</td>
</tr>
<tr>
<td>35.27 m/s</td>
<td>31554</td>
<td>507 Hz</td>
<td>609 Hz</td>
<td>431 Hz</td>
</tr>
<tr>
<td>37.38 m/s</td>
<td>33442</td>
<td>536 Hz</td>
<td>643 Hz</td>
<td>456 Hz</td>
</tr>
<tr>
<td>39.13 m/s</td>
<td>35008</td>
<td>557 Hz</td>
<td>668 Hz</td>
<td>473 Hz</td>
</tr>
<tr>
<td>40.41 m/s</td>
<td>36153</td>
<td>580 Hz</td>
<td>696 Hz</td>
<td>493 Hz</td>
</tr>
</tbody>
</table>

**FIGURE 6: SCHEMATIC OF COMPUTATIONAL FLOW DOMAIN.**

The time discretization scheme is of the second-order for the momentum, PISO scheme is used for the pressure-velocity coupling. Turbulence closure in the RANS scheme is achieved with two-equation SST model. The near wall flow is resolved with a “low Reynolds number” approach (i.e. the \( y^+ \approx 1 \)). The convergence criteria for all normalized residuals is \( 1 \times 10^{-5} \). The calculations are executed in parallel mode.
SIMULATION RESULTS

Simulated Vortex Shedding Phenomena without Acoustic Excitation

The first set of simulations is executed with no acoustic excitation to reproduce the vortex shedding phenomena for each Reynolds number tested. The contours of velocity showed a clear vortex street for each simulation. The frequency of vortex shedding is obtained from the lift coefficient of the downstream cylinder [19, 20]. The periodic nature of the flow is obvious in the time series of lift coefficient for a Reynolds number of 10,600 as shown in figure 7.

![Figure 7: Lift Coefficient in the Time](image)

**Figure 7:** Lift Coefficient in the Time. Lift coefficient of the downstream cylinder in the time, data refer to simulation of the Re=10900.

The frequency of vortex shedding is obtained from the lift coefficient of the downstream cylinder [19, 20]. The periodic nature of the flow is evident in the time series of lift coefficient for a Reynolds number of 10,600 as shown in figure 7.

The periodic nature of the flow is obvious in the time series of lift coefficient for a Reynolds number of 10,600 as shown in figure 7.

![Figure 8: Strouhal Number at Different Reynolds Numbers](image)

**Figure 8:** Strouhal Number at Different Reynolds Numbers. Strouhal numbers simulated (magenta) and Strouhal numbers obtained experimentally by Finnegan's [10] for two tandem cylinders.

Figure 8 compares the Strouhal number obtained at each velocity (i.e. Reynolds number) with experimental values [10]. An average value of $St = 0.18$ was obtained. The simulations systematically over-estimate the vortex shedding frequency by ~20%. This can be attributed to increased blockage in the experimental setup. Furthermore, the 2D nature of the simulation may also contribute to the discrepancy.

**Lock-in at pre-coincidence ratio $f_a/f_v = 1.2$**

Figure 9 presents two spectra of lift coefficient on the downstream cylinder when acoustic excitation is applied at a frequency ratio $f_a/f_v = 1.2$. This is a pre-coincidence condition. The frequency is normalized by the appropriate vortex shedding frequency to allow a direct comparison. Two Reynolds number cases are presented: Re=10,900 and Re=36,000, corresponding to an inlet velocity of 12.23 m/s and 40.41 m/s, respectively. The effect of acoustic excitation has been visible in the spectra of all the Reynolds numbers simulated, with nonzero content around the imposed excitation frequency. It is clear that at the lower Reynolds number, the fluctuating transverse flow velocity, which is modelling acoustic excitation, is causing a fluctuating lift at a normalized frequency, $f/f_v$, of 1.2. This coexists with vortex shedding at the normal vortex frequency ($f/f_v = 1$). When the mean flow velocity is increased so that the Reynolds number is $3.6 \times 10^4$, it is apparent that the excitation frequency is still in evidence in the lift coefficient, but the normal vortex shedding frequency is not. Thus, at a Reynolds number of $10^4$ the system is not locked in, but at a Reynolds number of $3.6 \times 10^4$ the vortex shedding frequency is now locked in to the acoustic frequency. Examining the spectra for all the pre-coincidence cases ($f_a = 1.2 f_v$) shows that lock-in does not occur at Reynolds numbers below 27,600 which corresponded to a mean flow velocity of 30.9 m/s. Above this value, lock-in always occurs at this frequency ratio and excitation amplitude. This is shown in figure 10(a) which indicates whether a local maxima in the spectrum at the frequencies of $f_v$ and $f_a$ are observed.

![Figure 9: Spectra at Pre-coincidence at Re=10,900 and Re=36,000](image)

**Figure 9:** Spectra at Pre-coincidence at Re=10,900 and Re=36,000. Graphics of the frequency spectra with excitation frequency ratio of 1.2 applied showing lock-in achieved at Re= 36,000.

**Lock-in at coincidence ratio $f_a/f_v = 1.2$**

Similarly to the pre-coincidence cases, the introduction of the acoustic excitation has been visible in all the spectra, but above a Reynolds number of 27,600 lock-in again occurs, with vortex shedding suppressed at the normal shedding frequency. This is shown schematically in figure 10(b) which depicts the presence or not of peaks in the spectra at the vortex shedding and acoustic excitation frequencies.
There appears to be a critical Reynolds number between $2.5 \times 10^4$ and $2.8 \times 10^4$; there is no lock-in below $Re=2.5 \times 10^4$, while there is always lock-in at $Re=2.8 \times 10^4$. In order to verify the validity of the results obtained, the case of $Re=27,600$ has been further analysed. The excitation amplitude has been modified in range from 1% to 10% of the mean flow velocity and the frequency ratio has been varied from pre-coincidence at $f_a/f_p=0.75$ to coincidence $f_a/f_p=1.3$.

The results of these simulations are presented as a “lock-in map” in figure 11. As can be seen, the results are similar to that one obtained experimentally by Hall et al. The numerical results predict lock-in at a lower excitation amplitude than experimentally observed. This can be attributed to the fact that there is no acoustic damping in the simulation, nor is there acoustic leakage (i.e. radiation from the duct) as is experienced experimentally. Both of these factors would necessitate in effect a minimum energy to be overcome before acoustic resonance can be self-sustaining. Nonetheless, the qualitative agreement lends some confidence to the integrity of the main finding above: that lock-in depends on Reynolds number.

Examining the flow field at pre-coincidence for Reynolds numbers of $1.1 \times 10^4$ and $3.6 \times 10^4$ shows clear qualitative differences in the flow when it is locked in to the acoustic excitation frequency.

Figure 12 and figure 13 show the instantaneous velocity magnitude fields, normalized by free-stream velocity for these two cases at the same phase of the vortex shedding cycle. It is clear that lock-in causes the width of the far wake to narrow, reducing the size of the vortex structures, and the magnitude of the velocity perturbation associated with them. Furthermore, the mean velocity in the near wake is reduced by approximately one third. Similar observations can be made for the coincidence case. This is somewhat counter intuitive: the onset of lock-in is actually reducing the velocity fluctuations.

The investigations of the phenomenon of aeroacoustic resonance in ducted flows conducted by Hall and Ziada[12]. Wolfe and Ziada [4] have reported that the lock-in ability, shown by an acoustic field to synchronize the vortex shedding frequency, depends on the amplitude of the acoustic wave and the ratio between the frequency of sound and the frequency of vortex shedding. However, the Reynolds number could not be controlled for directly as the vortex shedding frequency is determined by the flow velocity, while the acoustic ratio is defined by the duct geometry, and so a given frequency ratio defined the Reynolds number indirectly.
COMMENTS

The numerical investigation conducted in this work has shown that the Reynolds number of the flow has an effect on the likelihood of acoustic resonance establishing lock-in. This result has been obtained by using uRANS of incompressible flow with an hydrodynamic analogy to represent aeroacoustic resonance in ducted flow by substituting the acoustic wave with the oscillating velocity perturbation that it causes. The hydrodynamic system has been simulated in CFD by imposing the excitation amplitude and frequency ratios at which lock-in could occur.

The results have shown the phenomenon of lock-in has occurred only at the higher Reynolds numbers. A critical Reynolds number has been found to be approximately $2.7 \times 10^4$, but this is likely to be specific to the geometry under investigation here. Without doubt, given the modeling assumptions necessary, this result must be verified with careful experiments. Further study is required to better understand the mechanisms at work.
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ABSTRACT
This paper reports an aeroacoustic investigation of the two dimensional turbulent merging flow in a T-duct. The numerical investigation is conducted by solving the unsteady compressible Navier-Stokes (N-S) equations and the perfect gas equation of state simultaneously with CE/SE method. Implicit LES strategy by combining the MILES approach and wall modeling is included to account for the effects of flow turbulence. The Reynolds number \((Re)\) based on duct width and maximum inlet flow velocity at side branch is set equal to \(10^5\). Simulations of two velocity ratios \((= 1.0, 2.0)\) were performed. An approach is also proposed to extract the acoustic contribution in the mixed flow and acoustic disturbances. The flow unsteadiness is dominated by the recirculating zone downstream of the duct junction, rather than the shear layer formed between the two inlet flows. Furthermore, both the vortex interactions and the acoustic efficiency are observed to be higher in velocity ratio of 2.0.

INTRODUCTION
T-duct is commonly found in various fluid transporting systems such as a large air-ventilation system in buildings or small intake system in automobiles. When air streams flow inside a T-duct, sound are generated through aerodynamic processes. Therefore, in order to minimize the sound generated inside T-duct, it is essential to understand the underlying mechanism of aeroacoustic generation. Regarding the aeroacoustics of T-duct, previous research mainly focused the effects of the grazing flow on the resonance behavior of T-duct \([1, 2]\). However, the merging flow in T-duct, which is another type of flow commonly encountered, receives comparatively little attentions. These researches usually focused on the mixing behavior of the merging flow rather than the aeroacoustics \([3, 4]\). When the two flows merge at the junction of a T-duct, a shear layer is created between them due to the velocity gradient across the flow. This kind of shear layer may roll up to form vortices as a result of growing flow instability. In addition, a recirculating region is also created by the merged flow near the downstream edge of duct junction. It may be so unstable such that vortices are also shed here. Since these vortices are believed to be the acoustic sources, it is essential to understand the effects of their evolution on aeroacoustics occurred in a T-duct.

Therefore, this paper aims at investigating the aeroacoustics of the high Reynolds number \((10^5)\) merging flow in a T-duct numerically with two different velocity ratios between the inlet flows. The numerical approach adopted is the direct aeroacoustic simulation (DAS) for the readiness for elucidating the flow structures and the acoustics, which are not easy to differentiate experimentally. In this paper, the formulation of the flow problem is first discussed in the next section. This is followed by the numerical method and turbulence modeling adopted. Then, the results are discussed together with the effect of the velocity ratio based on the simulations highlighted.

FORMULATION OF FLOW PROBLEM
Figure 1 shows the schematic of the merging flow problem under investigation and the reference parameters are given in Tab. 1. The computational domain of the T-duct consists of three branches with length 20 and width 1. Buffer zones with length 10 are appended to each end of branch. Two flows enter the domain at Inlets \(I_1\) and \(I_2\) while the merged flow exits the domain through outlet at the right hand side. The origin is located at the upstream edge of the duct junction. The vertical branch is termed as side-branch and the horizontal duct is the main duct. The

∗Address all correspondence to this author.
Reynolds number $Re$ studied is $2.3 \times 10^5$ and the Mach number $M$ is 0.1. These parameters corresponds to a typi-
cal flow values encountered in the air ventilation system.
In the present study, the velocity ratio $VR$ between two
inlet flows is defined as

$$VR = \frac{\hat{u}_{2,\text{max}}}{\hat{u}_{1,\text{max}}} = \frac{u_{2,\text{max}}}{u_{1,\text{max}}},$$

where $\hat{u}_{1,\text{max}}$ and $\hat{u}_{2,\text{max}}$ are the maximum velocity at inlet
$I_1$ and $I_2$ respectively. The $VR$ simulated are 1.0 and 2.0
in the present study. To ease the forthcoming discussion,
four regions, namely US, SB, DJ and DS, are defined in
Fig. 1.

### DIRECT AEROACOUSTIC SIMULATION

Unlike conventional hybrid approach, the direct
aeroacoustic simulation (DAS) solves the compressible
Navier-Stokes equations and the equation of state simul-
taneously, thus allowing the interactions between the flow
field and the acoustic field to be properly resolved. Various
researches [5–7] have demonstrated its success in
aeroacoustic investigation. In the investigation of tur-
bulent flows, large eddy simulation (LES) has been rec-
ognized as an appropriate numerical tool for DAS [8].
An efficient implementation of LES, Monotonically In-
tegrated Large Eddy Simulation (MILES), was proposed by
Boris [9], in which the turbulent dissipation in the flows
is mimicked by the dissipation of the numerical scheme
without invoking any subgrid scale (SGS) model. Various
aeroacoustic researches, e.g., free shear jet in Ref. [10]
and flow past deep cavity in Ref. [11], demonstrated its
success. Thus, it is adopted in the current investigation.
In order to further reduce the mesh requirement for reason-
ably accurate turbulent simulation, wall modeling [12,13]
is also adopted to accommodate the viscous effect near
the wall.

### Governing equations

The present aeroacoustic problem is governed by the
two dimensional compressible Navier-Stokes (N-S) equa-
tions and the ideal gas law for calorically perfect gas.
As mentioned, MILES formulation is applied to the N-S
equations for the calculation of the turbulent flow. There-
fore, in the following discussion, the pressure $p$, the den-
sity $\rho$, the temperature $T$ and the heat $q$ are spatial fil-
tered variables while all other variables are the Favre
variables (density weighted). Furthermore, the variables
with hat denote the variables with dimensions. Taking
the reference scales such as length $\hat{L}$, velocity $\hat{u}$,
time, $\hat{t}$, $\hat{\rho}$, $\hat{\rho}$ and $\hat{T}$ from the problem, the non-
dimensionalized N-S equations in two dimensions are ex-
pressed in the strong conservation form as

$$\frac{\partial U}{\partial t} + \frac{\partial (F - F_v)}{\partial x} + \frac{\partial (G - G_v)}{\partial y} = SGS,$$ (2)

where

$$U = \begin{bmatrix} \rho \\ \rho u \\ \rho v \\ \rho E \end{bmatrix},
F = \begin{bmatrix} \rho u \\ \rho u^2 + p \\ \rho uv \\ (\rho E + p) u \end{bmatrix},
G = \begin{bmatrix} \rho v \\ \rho uv \\ \rho v^2 + p \\ (\rho E + p) v \end{bmatrix},$$
Numerical method

The adopted numerical method is the conservation element and solution element (CE/SE) method, whose details can be referred to the works of Chang [14] and Lam et al. [15].

In CE/SE method, ghost cell approach is applied for setting the boundary condition. Fully developed turbulent profile is taken as the inlet velocity profile with $\rho_i = \rho_l = 1$ and $\mu_i = \mu_l = 1/\gamma M_a^2$ for $I_1$ and $I_2$. The no-slip wall boundary condition [15] with aforementioned wall modeling is adopted for all the walls. Furthermore the non-reflecting boundary condition [15] is adopted for the outlet boundary condition.

The mesh is so designed to meet the requirement for correct turbulent simulations where all the mesh points are clustered near the wall. The minimum mesh size $\Delta x_{\text{min}} = 0.001$ near the walls while the maximum mesh size $\Delta x_{\text{max}} = 0.015$ at the center of the duct. $\Delta x_{\text{max}}$ corresponds to the wall unit, $y^+ = y \mu_l u_t / \rho_l$ is 16 at $Ma = 0.1$, where $u_t$ is the friction velocity, $\rho_l$ is the fluid density at wall and $\mu_l$ is the fluid viscosity at wall. There are roughly 20 meshes inside each turbulent boundary layer at $Ma = 0.1$. Thus, the boundary layers are sufficiently captured by the mesh distribution. Furthermore, the time step adopted is between $5 \times 10^{-4} \leq \Delta T \leq 6.25 \times 10^{-4}$. A time stationary solution with coarser mesh is taken as the initial condition. Solutions are then obtained by simulating a duration of 20 after the solutions reaches time stationary state.

FIGURE 2: $\omega_{\text{mean}}$ NEAR THE DUCT JUNCTION (DJ). (a) $VR = 1.0$; (b) $VR = 2.0$.

RESULTS AND DISCUSSIONS

Flow dynamics

Mean flows The mean flow features can be readily observed from the mean vorticity $\omega_{\text{mean}}$ near DJ as shown in Fig. 2 with streamlines presented. Three distinct mean flow features can be observed. The first one is the recirculating zone $RZ_1$ formed near the downstream edge of DJ. The second one is the curved shear layer (SL) generated between the two inlet flows in DJ. The last flow feature observed is another recirculating zone $RZ_2$ at the upstream edge of DJ. Such kind of flow pattern is in good agreement with that reported in previous literature [4].

$RZ_1$ consists of two counter-rotating zones which contains the highest vorticity among the observed flow features. When the two inlet flows meet at DJ, the $y$-momentum of side-branch flow presses on the main flow, creating a separation region from the downstream edge of DJ. The merged flow then covers up this region later and creates the recirculating zone $RZ_1$, which can be characterized by the reattachment length $L_{RZ_1}$. The variation of $L_{RZ_1}$ with $VR$ is shown in Tab. 2. $L_{RZ_1}$ increases with $VR$ in general.

The second key feature is the thin, curved shear layer SL generated between the two merging flows in DJ. Its characteristics can be described with an inclined angle $\alpha_{\text{SL}}$ measured from main duct axis. Table 2 illustrates that $\alpha_{\text{SL}}$ increases with $VR$ as a result of the increased ratio of $y$-momentum to $x$-momentum of the merging flow.
TABLE 2: CHARACTERISTIC LENGTHS OF MEAN FLOW FEATURES.

<table>
<thead>
<tr>
<th>Velocity ratio, VR</th>
<th>L_{RZ1}</th>
<th>α_{SL}</th>
<th>L_{RZ2}</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0</td>
<td>1.170</td>
<td>38.15°</td>
<td>1.461</td>
</tr>
<tr>
<td>2.0</td>
<td>1.469</td>
<td>41.78°</td>
<td>0.903</td>
</tr>
</tbody>
</table>

FIGURE 3: MEAN REYNOLDS SHEAR STRESS.

The last feature of the merging flow, RZ2 in Fig. 2, consists of recirculating zones attached to the upstream edge of DJ. Furthermore, a small recirculating zone in US also exists as a result of the high flow velocity in the side branch. Generally, RZ2 is caused by an early separation of flow in SB and US before reaching DJ, which is induced by the impinging flow at DJ. This zone can also be characterized by the separation length of the flow in the side branch $L_{RZ2}$ as shown in Tab. 2.

Flow unsteadiness The mean resolved Reynolds shear stress \( \overline{u'v'}/u_{eq}^2 \), where $u_{eq}^2 = u_{1,max}^2 + u_{2,max}^2$, is calculated over the entire domain. Here the fluctuating quantities, denoted by the superscript $'$, are defined by $\phi'(x,y,t) = \phi(x,y,t) - \overline{\phi}(x,y)$, where $\phi$ denotes the flow variables and the over bar denotes the time averaged quantity. The distributions of mean Reynolds shear stresses $\overline{u'v'}/u_{eq}^2$ for $VR = 1.0$ and $2.0$ are shown in Fig. 3. It illustrates that the region near RZ1 contains the highest Reynolds shear stress, implying that localized strong flow fluctuations occur there. The Reynolds shear magnitude drops significantly upon moving to the upstream end of DS, i.e. in US, SB and DJ. Moreover, the stress levels in $VR = 2.0$ is higher than those in $VR = 1.0$. Similar stress distribution of both VRs are also observed for $\overline{u'u'}/u_{eq}^2$ and $\overline{v'v'}/u_{eq}^2$, so they are not shown here. All these observations also demonstrate that the merging flow fluctuations are localized downstream near the junction. Hence, the discussion on the flow dynamics are focused near the junction.

FIGURE 4: SNAPSHOTSOFT OF INSTANTANEOUS VORTICITY, $\omega$.

Figure 4 shows the snapshots of instantaneous vorticity distribution near the duct junction for $VR = 1.0$ and $2.0$. In both cases, only vortex shedding at RZ1 is observed. There is no vortex roll-up or shedding at SL, which instead is entrained by the vortex shed at RZ1 to form a larger vortex (e.g. Vortex a at $VR = 1.0$). This observation further confirms the fact that the dominant flow unsteadiness is generated from the recirculating zone RZ1, rather than SL. This implies that the recirculating zone occurred in internal flow play an important role in the development of the vortical structures. When the vortex shed at RZ1 approaches the lower wall, secondary vortices of opposite rotation are induced at the lower wall (e.g. Vortex b at $VR = 2.0$). All these vortices undergo vigorous coalescence further downstream in DS (e.g., Vortical Structures c and d forming c+d at $VR = 2.0$). In general, the flow pattern becomes irregular as flow convects to downstream of the junction. Comparing these two VRs, the irregularity of flow pattern in DS is increased with $VR$ possibly due to the increased occurrence of bouncing of the vortices shed at RZ1. This explains higher mean Reynolds stresses levels observed in $VR = 2.0$. Furthermore, the size and vorticity of the vortices in the further downstream (e.g. $x = 20$) are com-
Vortex generation observed, e.g., vortex f+g and h in Fig. 4. This corresponds to the multiple vortex pairings cases and may consist of several peaks in the pressure spectra. Thirdly, VP is the dominant type of structures for both single vortices, which requires a longer time to evolve. Because VP can occur only after the roll-up of at least two vortical development and shows its complexity. Secondly, in the near field (x → 0), $\lambda / p \ll 1$ and the phase difference between $u$ and $p$, $\theta_{pu}$, are close to $\frac{\pi}{2}$. Figure 6 shows the phase difference between the velocity and the pressure at $(-17, -0.5$) in US, $(0.6, -0.5$) in DJ, $(x_{dj} + 17, -0.5$) in DS and $(0.5, 17$) in SB for $VR = 2.0$. One should note that same peaks occur simultaneously in the spectra of $u'$ and $p'$. The values of $\theta_{pu}$ are very close to either 0 or $-\pi$ in US and SB while $0 < |\theta_{pu}| < \pi$ in the other two regions, especially in DJ, whereas $|\theta_{pu}|$ at nearly all peaks are far from 0 and $\pi$. This observation indicates that the disturbances in US and SB reaches the far field while those in DJ and DS are still in the near field. This also shows that even at a very long distance downstream from the duct junction available, the fluctuations there are still dominated by the flow dynamics, leading to the inapplicability of the acoustic theory. Therefore, the analysis of the fluctuations obtained in DJ and DS requires additional efforts to distinguish the acoustic and the flow disturbances.

Acoustic generation

Differentiation of near field and far field for acoustic evaluation In Lighthill’s aeroacoustic theory [16], the aerodynamics dominated region is always treated as the near field, where the acoustic generation occurs and both aerodynamic and acoustic fluctuations are mixed. On the other hand, the far field is dominated by the acoustic propagation only, which is described by linear acoustic theory. According to Morse [17], for a simple harmonic point acoustic source, the velocity and the pressure are related by $u(x) = \frac{p}{\rho c_0} \left(1 + i \frac{\lambda}{2\pi x}\right)$, where $x$ is the distance from the source, $\lambda$ is the wavelength of the source and $c_0$ is the acoustic speed. In the far field $(x \to \infty)$, $\frac{\lambda}{2\pi x} \to 0$ and $u$ and $p$ are in phase. In the Cartesian coordinates, they are out of phase if the propagating direction is in the negative $x$ direction. On the other hand, in the near field $(x \to 0)$, $\frac{\lambda}{2\pi x} \gg 1$ and the phase difference between $u$ and $p$, $\theta_{pu}$, are close to $\frac{\pi}{2}$. Figure 6 shows the phase difference between the velocity and the pressure at $(-17, -0.5$) in US, $(0.6, -0.5$) in DJ, $(x_{dj} + 17, -0.5$) in DS and $(0.5, 17$) in SB for $VR = 2.0$. One should note that same peaks occur simultaneously in the spectra of $u'$ and $p'$. The values of $\theta_{pu}$ are very close to either 0 or $-\pi$ in US and SB while $0 < |\theta_{pu}| < \pi$ in the other two regions, especially in DJ, whereas $|\theta_{pu}|$ at nearly all peaks are far from 0 and $\pi$. This observation indicates that the disturbances in US and SB reaches the far field while those in DJ and DS are still in the near field. This also shows that even at a very long distance downstream from the duct junction available, the fluctuations there are still dominated by the flow dynamics, leading to the inapplicability of the acoustic theory. Therefore, the analysis of the fluctuations obtained in DJ and DS requires additional efforts to distinguish the acoustic and the flow disturbances.

Extraction of acoustic contribution in mixed disturbances Since the acoustic and flow disturbances are mixed in DS, this leads to another challenge in analyzing the DAS results. An approach utilizing the two di-

FIGURE 5: SPECTRA OF PRESSURE FLUCTUATIONS OBTAINED AT $(x_{dj} + 2, -0.2)$. (a) $VR = 1.0$; (b) $VR = 2.0$.

FIGURE 6: PHASE DIFFERENCE BETWEEN $u$ AND $p$ AT SELECTED LOCATIONS IN US, SB, DJ AND DS.
dimensional wave number to frequency spectrum \([18]\) is adopted to extract the acoustic contribution in mixed disturbances. Such spectral analysis has been successfully applied to the jet-noise experimental data \([18]\) for the disturbance differentiation. A brief description of this approach is given in this paper. The pressure fluctuating field \(p' (x, t)\) along a straight line mesh with uniform mesh size \(\Delta x\) is first selected and transformed to a wave number-frequency spectrum \(p'(k_x, f)\) by

\[
p'(k_x, f) = \frac{1}{2\pi} \int p'(x, t) W(x) e^{-(k_x x + 2\pi f t)} dx dt, \quad (3)
\]

where \(W(x)\) is the window function, \(f\) is the frequency, \(k_x = 2\pi f / v_p\) is the wave number and \(v_p\) is the phase speed of the disturbances. The straight line mesh is so chosen that aligns with the dominant traveling direction of disturbances. Based on Eqn. (3), the fluctuations with the same frequency but different propagating speeds are decomposed into different phase speeds. When the phase speed of the disturbance increases, \(k_x\) decreases for the same frequency. In the present calculations, the pressure fluctuations are recorded in a uniform line mesh along \(y = -0.2\) and \(-0.5\), with \(\Delta x = 0.2\), in DS. This mesh overlaps on the paths of the vortices and cuts through RZ1. No windowing is applied for the present case, i.e. \(W(x) = 1\).

Figure 7 shows the \(p'(k_x, f) / \rho_o u_{eq}^2\) spectra at \(y = -0.2\) for all VR studied together with the loci of acoustic spectra and other flow speeds. The region below the line \(v_p = c_o\) is regarded as the incompressible zone as all the disturbances there travel with speeds close to incompressible limit (higher than the acoustic speed \(c_o\)). On the other hand, the region above this solid line is regarded as the subsonic zone, whereas the disturbances travel at subsonic speeds. This figure indicates that the dominant disturbances in DS propagates with \(v_p \sim 0.5 - 0.6 u_{eq}\), where \(u_{eq} = (u_{max} + u_{min})/2\). Here, \(u_{max}\) and \(u_{min}\) are respectively the maximum and minimum velocities in the separated flow at RZ1 and \(u_{min}\) is found to be zero. This observation generally agrees with previous experimental results of mixing layers \([19]\). Furthermore, the acoustic disturbances are revealed in the spectra when the dominant flow disturbances are filtered out, e.g., Fig. 7c with \(VR = 1.0\) at \(y = -0.2\). The relatively weak acoustic disturbances are clearly illustrated in this spectrum. Therefore, this two dimensional Fourier transformation is capable of differentiating the mixed acoustic and flow dynamic signals in our DAS results and helping us to analyze the effects of individual disturbances passing through the T-duct.

Such signal differentiation can be also adopted to extract the acoustic contribution in the mixed disturbance energy inside DS. The \(p'(k_x, f) / \rho_o u_{eq}^2\) spectra along the centerline of DS \((y = -0.5)\) with \(\Delta x = 0.2\) are first calculated. Integrations are then performed in the spectra within the areas \(A_{flow}\) and \(A_{acoust}\) marked in Fig. 7c. Both areas are bounded by \(v_{p,flow} \pm v_{tol}\) and \(v_{p,acoust} \pm v_{tol}\) respectively, where \(v_{tol} = 0.1\) is the tolerance applied, \(v_{p,flow}\) and \(v_{p,acoust}\) are the phase speeds of flow and acoustic disturbances respectively. Thus, the contribution of acoustic component in mixed signals \(AR\) can estimated by \(AR = A_{acoust} / (A_{acoust} + A_{flow})\).

Table 3 lists \(AR\) for different \(VR\) in this investigation. Evidently the acoustic contribution in each case is three to four orders of magnitude smaller than the flow dynamic contribution, which is typical in low Mach number aero-
Acoustic power

The overall acoustic power generated $W_{acoust}$ by a flow through a duct cross-section can be calculated from the instantaneous acoustic intensity along that section using the definition given by Morfey [20]. With the presence of a mean flow, the instantaneous acoustic intensity $I_a(t)$ at a point is given by

$$I_a(t) = p'u' + (M \cdot u') (Mp' + \bar{\rho}cu') + M \left( \frac{p'^2}{\bar{\rho}c} \right), \quad (4)$$

where $c$ is the local acoustic speed, $u' = (u', v')$ is the fluctuating velocities, $p'$ is the fluctuating pressure, $M = [\bar{u}] / c$, $|\bar{u}|$ is the mean velocity and $\bar{\rho}$ is mean density. By integrating across the duct cross-section, the instantaneous acoustic power $W_i(t)$ per unit length is calculated by $W_i(t) = \int I_a(t) \cdot n ds$, where $n$ is the unit outward normal of the section. The overall acoustic power per unit length in the $z$ direction $W_{acoust}$ is then given by

$$W_{acoust} = \frac{1}{T} \int_0^T W_i(t) dt, \quad (5)$$

where the duration $T$ is chosen such that at least one period of the lowest dominant frequency is covered. In the present calculations, the chosen cross-sections are $x = -9$ in US, $y = 9$ in SB and $x = 10$ in DS. For each cross-section, the line integral only covers the region so chosen that the influence of duct boundary layer is excluded. Furthermore, in order to eliminate the bias of inlet flow variations on assessing acoustic generation capability in the different cases attempted, a term acoustic efficiency $\eta = W_{acoust}/W_{inlet}$ is defined. $W_{inlet}$ is determined by

$$W_{inlet} = \sum_i \int \frac{1}{2} \rho (\mathbf{u} \cdot \mathbf{u}) n \cdot v ds, \quad (6)$$

where $i$ is the number of inlet duct section, $\mathbf{u}$ is the flow velocity. The acoustic efficiency $\eta$ indicates the level of acoustic generation per unit flow power injected into the T-duct. The calculation of $W_i$ are usually done along a cross-section in the duct acoustic far field; otherwise the result consists of both acoustic and flow dynamic fluctuations, e.g. in DS. Therefore, in DS, the acoustic efficiency can be estimated by $\eta_{DS} = AR \times \eta_{DS, overall}$, where $AR$ is calculated from the last section, $\eta_{DS, overall}$ is calculated by Eqn. (5) and Eqn. (6).

The acoustic efficiency $\eta$ is found to be increased with $VR$ as shown in Fig. 8, i.e., larger portion of the flow power input is transformed to the acoustic power for $VR = 2.0$. This may be explained with the flow unsteadiness observed in Fig. 4. Previous discussions have indicated that most acoustic generating flow unsteadiness mainly occurs around RZ1. At $VR = 2.0$, the unsteady vortical structures created at RZ1 appear to be larger and carrying higher circulation. Their interactions are stronger than their counterparts at $VR = 1.0$, leading to a more effective acoustic generation. In fact the higher level of localized flow unsteadiness at $VR = 2.0$ is revealed in the distribution of mean Reynolds stress (Fig. 3). Thus, the acoustic production are enhanced when $VR$ is increased. Furthermore, $\eta_{DS}$ is smaller than $\eta_{US}$ and $\eta_{SB}$ for both $VR$s. This may imply that the acoustic propagation in the merging flow has an upstream preference.

CONCLUSIONS

A two dimensional aeroacoustic investigation of a merging flow in a T-duct was performed numerically. Two velocity ratios were attempted. From the numerical results, three distinct flow features are observed for the merging flow in T-duct— the recirculating zone at downstream edge of duct junction, the shear layer between the two inlet flows and another recirculating region upstreams of the duct junction. Among these features, the vortex shedding at the flow region is found to be the dom-
inant flow unsteadiness and thus the dominant acoustic generation in the flow. This shows that the unstable re-circulating zone is an efficient acoustic source in internal flow. Due to the mixed nature of the disturbances in the downstream of T-duct, a two dimensional spectral analysis is employed to differentiate them. These results are then applied to extract the acoustic contribution in these regions. Generally, the acoustic power generated increase with the velocity ratio between the main and side-branch flows, which is perhaps caused by the increased vortex interactions. Therefore, this interaction plays an important role in the acoustic generation. Furthermore, only acoustic propagation prevails in regions upstream of the duct junction.
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ABSTRACT

A method is presented for numerical simulations of flow duct aeroacoustics. The method aims specially at predictions of acoustic scattering in complex duct systems with fine geometrical details with presence of acoustic boundary layers and sound-vorticity interaction. The method has been shown both very time efficient and accurate.

A frequency-domain linearized Navier-Stokes equations methodology has been developed to simulate sound propagation and acoustic scattering in flow duct systems. The performance of the method has been validated to experimental data and analytical solutions for several cases of in-duct area expansions and orifice plates and other geometries at different flow speeds. Good agreement has generally been found, suggesting that the proposed methodology is suitable for analyzing internal aeroacoustics.

Introduction

Common to existing commercial duct acoustics software is the lack of satisfying inclusion of flow-aoustic interaction effects on the acoustic propagation. One obvious way to overcome this limitation would be to solve the full non-linear compressible Navier-Stokes equations for entire duct systems. This is however prohibitively computationally expensive and will be out of reach for industrial use in many years to come. Hence, improved, but still efficient methods are needed.

Since most research efforts have been aimed at jet noise generation, where unsteady simulations are needed, few studies have paid attention to the possibilities of frequency-domain aeroacoustics for duct scattering. Examples of sound wave propagation simulations in frequency domain are, e.g. [1,2] where the Linearized Euler Equations were used, and [3] which implemented the Linearized Lilley’s equation. In [4], a frequency domain LEE solver was implemented in axisymmetry and applies to an intake geometry. The LEE solver was later applied to bypass outlet sound radiation [5,6] and good agreement to measurements was found, concluding that frequency domain LEE captures all relevant physics involved in sound radiation from turbo fan engine ducts. In [7,8], a DGM framework was developed for LEE in frequency domain.

Neither of these studies has however included viscous effects. However, since viscous losses are non-negligible in duct acoustics due to viscous dissipation along walls and at sharp edges, modeling of viscous aeroacoustics might be relevant.

The frequency domain linearized Navier-Stokes equations

In order to achieve reliable results with least possible computational effort, strong knowledge of relevant involved physical mechanisms is needed. For example, in flow duct acoustics it is necessary to include convective effects and effects of refraction due to inhomogeneous mean flows and shear layers. This latter requirement limits the use of for example convected wave equa-
tions based on potential flow theory where all motion is assumed rotation-free. On the other hand, the influence of small-scale turbulent eddies on propagation of sound waves is in most cases negligible, and the use of for example DNS or LES is excessively resource-demanding to these applications.

Many acoustic studies deal with statistically stationary sound fields. In such cases, time-harmonic time dependence can be assumed and calculations be carried out in frequency domain. This is also computationally more efficient than time-domain simulations, since only one calculation is needed per frequency instead of a long time series as in time-domain simulations.

To derive the equations, the full compressible Navier-Stokes equations are chosen as a starting point. Due to the high computational demands associated with three-dimensional simulations, all simulations are here carried out in two dimensions. We first assume that the solution can be written as a sum of a time-independent mean flow term and a time-dependent perturbation term. Furthermore we assume that the relation between pressure and density can be regarded as isentropic. This is however not applicable for all flows, e.g. combustion. A frequency domain approach is taken by prescribing harmonic time-dependence of the perturbed quantities. For implementational aspects we write the dimensional linearized Navier-Stokes equations on the form:

\[ \hat{\rho} : \]

\[ (u_0 \, v_0) \nabla \hat{\rho} + \left( \frac{\partial u_0}{\partial x} + \frac{\partial v_0}{\partial y} - i \omega \right) \hat{\rho} = -\left( \frac{\partial \rho_0 \hat{u}}{\partial x} + \frac{\partial \rho_0 \hat{v}}{\partial y} \right) \]

\[ \hat{u} : \]

\[ \nabla^T \left( - \left( \begin{array}{cc} \frac{2}{3} \mu & 0 \\ 0 & \mu \end{array} \right) \nabla \hat{u} \right) + \rho_0 (u_0 \, v_0) \nabla \hat{u} + \rho_0 \left( \frac{\partial u_0}{\partial x} - i \omega \right) \hat{u} = \]

\[ = \rho_0 \hat{F}_x - \left( u_0 \frac{\partial u_0}{\partial x} + v_0 \frac{\partial u_0}{\partial y} \right) \hat{\rho} - \mu \frac{\partial^2 \hat{u}}{\partial x^2} + \frac{1}{3} \mu \frac{\partial^2 \hat{u}}{\partial x \partial y} - \rho_0 \frac{\partial u_0}{\partial \hat{v}} \]

\[ \hat{v} : \]

\[ \nabla^T \left( \begin{array}{cc} 0 & \frac{2}{3} \mu \\ 0 & 0 \end{array} \right) \nabla \hat{v} \right) + \rho_0 (u_0 \, v_0) \nabla \hat{v} + \rho_0 \left( \frac{\partial v_0}{\partial y} - i \omega \right) \hat{v} = \]

\[ = -c^2 \frac{\partial \hat{\rho}}{\partial y} - \left( u_0 \frac{\partial v_0}{\partial x} + v_0 \frac{\partial v_0}{\partial y} \right) \hat{\rho} - \rho_0 \frac{\partial v_0}{\partial x} \hat{u} + \frac{1}{3} \mu \frac{\partial^2 \hat{u}}{\partial x \partial y} \]

where \( \nabla = (\partial / \partial x \, \partial / \partial y)^T \).

This formulation of the frequency-domain linearized Navier-Stokes equations will be used throughout this paper. The equations has also been implemented in axial symmetry, but is not presented here.

**Methodology**

The full compressible Navier-Stokes equations are chosen as a starting point. Due to the high computational demands associated with three-dimensional simulations, all simulations in this paper are carried out in two dimensions.

We first assume that the solution can be written as a sum of a time-independent mean flow term and a time-dependent perturbation term and assume that quadratic and higher order perturbation terms are sufficiently small to be neglected. Furthermore we assume that the relation between pressure and density can be regarded as isentropic. With this relation, the fluctuating pressure becomes redundant and can be removed from the system, and the continuity and momentum equations are decoupled from the energy equation, which in turn can be omitted. In this way, the size of the computational problem is considerably reduced.

Finally, a frequency domain approach is taken by prescribing harmonic time-dependence of the perturbed quantities. For implementational aspects we write the dimensional linearized Navier-Stokes equations on the form:

\[ \hat{\rho} : \]

\[ (u_0 \, v_0) \nabla \hat{\rho} + \left( \frac{\partial u_0}{\partial x} + \frac{\partial v_0}{\partial y} - i \omega \right) \hat{\rho} = -\left( \frac{\partial \rho_0 \hat{u}}{\partial x} + \frac{\partial \rho_0 \hat{v}}{\partial y} \right) \]

\[ \hat{u} : \]

\[ \nabla^T \left( - \left( \begin{array}{cc} \frac{2}{3} \mu & 0 \\ 0 & \mu \end{array} \right) \nabla \hat{u} \right) + \rho_0 (u_0 \, v_0) \nabla \hat{u} + \rho_0 \left( \frac{\partial u_0}{\partial x} - i \omega \right) \hat{u} = \]

\[ = \rho_0 \hat{F}_x - \left( u_0 \frac{\partial u_0}{\partial x} + v_0 \frac{\partial u_0}{\partial y} \right) \hat{\rho} - \mu \frac{\partial^2 \hat{u}}{\partial x^2} + \frac{1}{3} \mu \frac{\partial^2 \hat{u}}{\partial x \partial y} - \rho_0 \frac{\partial u_0}{\partial \hat{v}} \]

\[ \hat{v} : \]

\[ \nabla^T \left( \begin{array}{cc} 0 & \frac{2}{3} \mu \\ 0 & 0 \end{array} \right) \nabla \hat{v} \right) + \rho_0 (u_0 \, v_0) \nabla \hat{v} + \rho_0 \left( \frac{\partial v_0}{\partial y} - i \omega \right) \hat{v} = \]

\[ = -c^2 \frac{\partial \hat{\rho}}{\partial y} - \left( u_0 \frac{\partial v_0}{\partial x} + v_0 \frac{\partial v_0}{\partial y} \right) \hat{\rho} - \rho_0 \frac{\partial v_0}{\partial x} \hat{u} + \frac{1}{3} \mu \frac{\partial^2 \hat{u}}{\partial x \partial y} \]

where \( \nabla = (\partial / \partial x \, \partial / \partial y)^T \).

This formulation of the frequency-domain linearized Navier-Stokes equations will be used throughout this paper. The equations has also been implemented in axial symmetry, but is not presented here.

**The scattering matrix formalism**

The scattering matrix formulation is derived to efficiently model networks with both serial and parallel element connections. Often scattering matrices are obtained from analytical solutions or measurement data. Analytical solutions are however often difficult to find, and measurements are expensive to carry out for a large number of components of varying geometrical parameters and flow speeds. The aim here is to develop a fast and efficient yet physically realistic simulation methodology such that the acoustical performance of individual network elements...
may be numerically predicted. A general 2-port element can, in the frequency domain, be written as

\[
\begin{pmatrix}
\hat{\rho}_{1+} \\
\hat{\rho}_{2+}
\end{pmatrix}
= \begin{pmatrix}
R^+ & T^- \\
T^+ & R^-
\end{pmatrix}
\begin{pmatrix}
\hat{\rho}_{1-} \\
\hat{\rho}_{2-}
\end{pmatrix}
+ \begin{pmatrix}
\hat{\rho}^I_{1+} \\
\hat{\rho}^I_{2+}
\end{pmatrix}
\begin{pmatrix}
\hat{\rho}^I_{1-} \\
\hat{\rho}^I_{2-}
\end{pmatrix}
\] (4)

where the waves are defined as in Figure 1. In the general case, all quantities are complex functions of frequency. The scattering matrix \( S \) describes how incoming acoustic waves are transmitted and reflected through the acoustic network element.

\[
\begin{array}{c}
\hat{\rho}_{1+} \\
\hat{\rho}_{1-}
\end{array}
\rightarrow S
\begin{array}{c}
\hat{\rho}_{2+} \\
\hat{\rho}_{2-}
\end{array}
\]

**FIGURE 1:** A GENERIC ACOUSTIC NETWORK ELEMENT WITH DEFINITION OF WAVE DIRECTION, WHERE \( \hat{\rho}_\pm \) ARE THE COMPLEX VALUED DENSITY PERTURBATIONS. POSITIVE WAVES ARE PROPAGATING OUT FROM THE ELEMENT WHEREAS NEGATIVE WAVES ARE PROPAGATING INTO THE ELEMENT.

To determine the four unknown quantities in \( S \), two linearly independent acoustic fields, denoted \( I \) and \( II \), are needed [9]. This is most commonly realized using either the two-load method [10] or the two source-location method [11], of which the latter is used here. In the two source-location method, a time-harmonic body force is applied first at the inflow and then at the outflow to obtain two independent acoustic cases. The scattering matrix can then be calculated from

\[
S = \begin{bmatrix}
R^+ & T^- \\
T^+ & R^-
\end{bmatrix}
= \begin{bmatrix}
\hat{\rho}^I_{a+} & \hat{\rho}^{II}_{a+} \\
\hat{\rho}^I_{b+} & \hat{\rho}^{II}_{b+}
\end{bmatrix}
\begin{bmatrix}
\hat{\rho}^I_{a-} & \hat{\rho}^{II}_{a-} \\
\hat{\rho}^I_{b-} & \hat{\rho}^{II}_{b-}
\end{bmatrix}^{-1}
\] (5)

where \( R^+ \) and \( R^- \) represents the upstream side and downstream side plane wave reflection coefficients, respectively, and \( T^+ \) and \( T^- \) represents the upstream-to-downstream side and downstream-to-upstream side plane wave transmission coefficients, respectively.

**Plane wave decomposition methods**

In order to characterize the acoustic scattering caused by the geometries, it is necessary to know the magnitudes and phases of the up- and downstream propagating waves on both sides of the geometry, i.e. \( \hat{\rho}_\pm \) of Figure 1. The method used here is based on a non-linear curve-fitting algorithm to the numerical solutions of Eqs (1-3) to determine the magnitudes, phases and wave numbers of the up- and downstream propagating waves, respectively. The two up- and downstream propagating plane waves can be written as

\[
\hat{\rho}_\pm(x) = |\hat{\rho}_\pm| e^{i \phi_\pm} e^{ik_\pm x}
\]

where \(|\hat{\rho}_\pm|\), \(k_\pm\) and \(\phi_\pm\) are real quantities representing the amplitudes, wave numbers and phases of the up- and downstream propagating waves, respectively. A plus sign denotes propagation in the positive \( x \)-direction, and a minus sign propagation in the negative \( x \)-direction.

Two postprocessing zones are chosen, upstreams and downstream of the acoustic network element under consideration. About hundred points in the \( x \)-direction is taken in each zones and used in an overdetermined non-linear least-squares curve fitting to find the amplitudes and phases of the up- and downstream propagating waves on both sides of the area expansion.

One downside of this wave decomposition technique is that the plane wave assumption is no longer valid in the presence of vortical waves, as it is based on acoustic wave propagation solely. If the evaluation zones are chosen sufficiently large, the acoustic waves and the vorticity waves will not be correlated in space over this region, and vorticity will not significantly affect the performance of the decomposition method. However, in the cases of low frequencies and at high Mach numbers, the length scales of the vortical waves are larger, and might be correlated over the evaluation zone, and will thus yield less accurate results from the wave decomposition method.

Once the up- and downstream propagating waves on both sides of the area expansion are known, the scattering matrix can be calculated as described by Eq. (5).

**Validation**

In order to evaluate the proposed methodology from both a modeling as well as computational point of view, investigations of the scattering of acoustic plane waves in several duct configurations were carried out. The geometries consist of straight two-dimensional ducts with thin
and thick orifice plates mounted inside, and of area expansions and other geometries.

Area expansion

An area expansion geometry has been simulated and the scattering matrix and end corrections calculated and validated to experiments \cite{12} and analytical solutions \cite{13, 14, 15}. Figure 2 shows density perturbations at 1500 Hz for three different Mach numbers. Several Mach number cases were investigated, and both scattering matrices as well as end corrections were calculated. In the experiments, a cylindrical duct with diameter 50 mm upstream and 85 mm downstream was used, yielding an area expansion ratio of $\eta = 0.346$. The upstream duct height in the two dimensional rectangular geometry is chosen to be equal to the upstream duct diameter in the experiments, i.e. 50 mm. The downstream height then becomes 50 mm/$\eta = 144.5$ mm.

In Figure 3 the magnitude for the four scattering matrix elements for the $M = 0.08$ Mach number mean flow case are shown. As can be seen, the simulated results agree well with experimental data, indicating that the frequency domain Navier-Stokes methodology manages to capture the relevant physical phenomena of the scattering of acoustic waves by the area expansion. At higher Mach numbers, larger errors were found, although this is partly believed to be due to difficulties in the postprocessing when vorticity is present in the measurement zone, and partly due to errors in the mean flow since at high Mach numbers the incompressibility assumption of the mean flow may not be justified.

FIGURE 4: SCATTERING IN A DUCT WITH AN ORIFICE PLATE. THE SOUND-VORTICITY INTERACTION AT THE ORIFICE MAY LEAD TO AN AMPLIFICATION OF IMPINGING SOUND WAVES.

Orifice plate

Orifice plates of different thickness have been simulated. Figure 4 shows density perturbations including plane wave propagation and vorticity shedding. The sound-vorticity interaction may in this case either attenuate or amplify impinging sound waves depending on frequency. In Figure 6 the so-called whistling potentiality \cite{16} is shown for experiments \cite{16} and simulations with and without viscosity taken into account. It is clearly seen that viscosity is needed to correctly simulate amplification of sound waves by an orifice.

A critical issue in flow duct configurations is the potential risk of flow-acoustic coupling leading to whistling, which counteracts the performance of installed mufflers, and must be avoided. Although whistling itself is a nonlinear phenomena, the onset from a linear state is not, and can therefore be simulated with linear aeroacoustics. By calculating a so-called power balance over an individual duct component it can be seen that for certain configurations, for certain frequency ranges, more acoustical power is emitted than put into the system. This is due to an in-
teraction between the acoustical and the vorticial modes in the fluid, where an amount of acoustical power is transferred into vorticity which may be amplified in mean flow shear layers, and if interacting with for example an edge, emits more acoustic energy than that which to start with triggered the vorticity instability. In that case a net power amplification can be caused. If this acoustic power amplification occurs in a frequency range corresponding to any acoustical resonance frequencies of the system, it may lead to a resonant feedback loop yielding very large amplitudes such that transition from the linear state into a non-linear regime occurs.

The net attenuation or amplification of sound waves in a duct element is characterized by its scattering properties. From the scattering properties, the acoustical power output to a unit acoustical power input can be calculated [17,16]. Frequency ranges with a net power amplification are identified as potential causes of whistling.

The linearized Navier-Stokes equations are used due to their inclusion of the viscous terms, which are assumed to be of fundamental relevance at boundaries and sharp edges, as is the case with most in-duct geometry.

**Geometry** The geometry studied here corresponds to that of [16], and consists of an in-duct orifice. In the experiments carried out in [16] the thickness of the orifice plate was 5 mm, the diameter of the orifice was 19 mm and the duct diameter was 30 mm, yielding an area expansion ratio of $19^2/30^2 \approx 0.4$. The area expansion ratio is a crucial parameter to the acoustic scattering, which needs to be maintained in the simulations. In the simulations presented here, we use a 2D approximation of the geometry which thus needs to be modified to acoustically agree with the geometry of the experiments. If the height of the duct is set to be equal to the duct diameter of the experiments, i.e. $H = 30$ mm, the height of the orifice section needs to be $h = 11.9$ mm to ensure an expansion ratio of $h/H \approx 0.4$. The orifice thickness does not need to be modified, and is set to $t = 5$ mm.

**Mean flow** The first step in the simulation methodology is to calculate the mean flow in the duct section, which later is used to linearize around. The flow is simulated with an incompressible, non-linear, steady-state Reynolds-Averaged Navier-Stokes (RANS) method, with a $k-\varepsilon$ turbulence model.

The inflow Mach number is $M = 0.042$, which corresponds to a Reynolds number $Re_H \approx 2.5 \cdot 10^4$ based on the duct height. The magnitude of the velocity of the mean flow field is dominated by the formation of a jet with a maximum flow speed of $M = 0.14$ in the region at the orifice, expanding further downstream and develops into channel flow within 3-5 duct diameters. A large recirculation zone is formed, with reattachment point at about 1.5 duct diameters downstream of the orifice plate. A close-up of the mean flow in the vicinity of the lower orifice edge is shown in Figure 5, which reveals the formation of a smaller recirculation zone just downstream of the leading edge of the orifice plate.

It should be pointed out that the recirculation zone within the cavity seemed to be sensitive to properties of the RANS modeling and computational mesh used. As this recirculation zone influence the acoustic scattering, care should be taken when calculating the mean flow.

**Whistling potentiality** In [17], a theoretical criterion for a flow duct element’s ability to amplify impinging sound waves, the so-called whistling potentiality, was proposed. Starting at a pre-calculated scattering matrix, this can be reformulated into a power balance equation to find frequency regimes where energy amplification is present.

Following [17], the dissipated power is calculated as the difference between the incident and the scattered sound power yielding an eigenvalue problem as

$$\lambda_{1,2} = E - \text{eig}(S_e S_e^*)$$

where $E$ is the unit matrix and the scattering matrix $S_e$ is
defined as

\[
\begin{pmatrix}
(1 + M) \hat{p}_{2-} \\
(1 - M) \hat{p}_{1-}
\end{pmatrix}
= \begin{pmatrix}
T^+ & R^- \\
R^+ & T^-
\end{pmatrix}
\begin{pmatrix}
(1 + M) \hat{p}_{1+} \\
(1 - M) \hat{p}_{2+}
\end{pmatrix}
\]

\tag{7}

which is modified to take convective effects into account, compared to the scattering matrix defined in Eq. (5) where this is not included. Following the definition of Eq. (6), a positive eigenvalue indicates a net dissipation whereas a negative indicates a net amplification of sound power.

In Figure 6, the eigenvalues are plotted as a function of frequency. For comparison, the eigenvalues based on measured data from \[16\] are plotted in the same figure. As can be seen, the frequency domain linearized Navier-Stokes methodology accurately predicts the magnitudes as well as the frequency ranges of net production and dissipation of incident sound when compared to experimental data.

To investigate the influence of viscous boundary layers on the whistling potentiality, a second simulation was carried out with slip boundary conditions on the orifice plate, mimicking the behavior of a Linearized Euler Equations (LEE) simulation. The results are included in Figure 6 as well, showing an overprediction of whistling potentiality due to an increased vortical strength in the absence of boundary layers. This clearly demonstrates that a methodology based on LEE would be insufficient for this application.

**Reflections from a open duct with a hot jet**

Another example of simulations successfully simulated with the frequency-domain linearized Navier-Stokes equations include sound wave reflections at an open duct termination with a hot jet. The diameter of the jet was 41 mm, following the experiments carried out in \[18\]. The purpose of the study was to investigate the effects of temperature on the reflection coefficient, and the mean flow speed was set low, at 2.5 m/s to avoid significant convective effects. Temperatures of 21 °C (ambient temperature), 200 °C and 400 °C where studied and compared to experiments \[18\] and Munts theory \[19\].

Figure 7 shows the sound field inside the duct, and radiation to the surrounding air at a temperature of 400 °C and a frequency of 2500 Hz.

In Figure 8 the simulated reflection coefficients are shown for the three temperatures as a function of frequency, and compared to experiments and analytical solutions, with good agreement.

**Summary**

A simulation methodology based on a frequency domain formulation of the linearized Navier-Stokes equations have been developed and evaluated with applications related to the prediction of scattering of sound in flow ducts and whistling. The method solves the propaga-
tion of sound waves directly by solving the compressible governing equations for the perturbations about a mean flow state. The method consists of two stages. In the first step, the steady-state mean flow field in the flow duct is solved with a Reynolds-Averaged Navier-Stokes (RANS) solver. This mean flow field is used as input in the second step, where it is used for linearization of the Navier-Stokes equations. A frequency-domain approach is taken to prevent unbounded growth of hydrodynamic instabilities, and for efficiency reasons. Both acoustic and vortical perturbations are included and thus enables studies of vortex- sound interaction in cases of acoustic dissipation or amplifications due to vortex shedding. The method was applied to test cases of in-duct thin and thick orifice plates as well as area expansions and open duct terminations with good agreement to experimental results. To improve the method, implementations full three dimensional geometries are needed. An implementation of the energy equation is needed in cases when the isentropic relation between density and pressure does not hold. Further validation on more complex geometries are needed, as for example geometries with curved boundaries. In all, the frequency-domain linearized Navier-Stokes method has shown great potential both for research and as a practical industrial tool.
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ABSTRACT

The flow induced acoustics in an inline tube bank (P/d=3) subject to cross flow, indicative of a generic heat exchanger geometry, are examined over a range of flow velocities using Particle Image Velocimetry (PIV) coupled with acoustic analysis. In this way, the spatial and temporal aeroacoustic source distribution has been determined experimentally. It is found that the acoustic sources are most intense behind the first row due to the compactness of the vortices. However, a strong negative source (i.e. a sink) is also present in this location, so that the effect of the first row wake is actually to suppress the acoustic resonance. In subsequent rows, the sources are weaker and more dispersed, but the sink is reduced dramatically. The result is that after the first row the entire array contributes energy to the acoustic field.

1 Introduction

Acoustic resonance can occur when gas flow within a cavity or duct exhibits periodic vortex structures. If the frequency of flow periodicity is similar to an internal acoustic mode of the cavity, then a feedback can occur whereby energy is transferred from the flow into the acoustics, causing large pressure fluctuations. This acoustic resonance can lead to excess vibration and hence failure of components.

Interaction between the resonant acoustic field and the unsteady flow field around bluff bodies (flow-acoustic coupling) has been thoroughly investigated experimentally, for various configurations. For example, Mohany and Ziada [1,2], Hall et al. [3] and Finnegan et al. [4] have examined two tandem cylinders. BLEVINS and Bressler [5], Fitzpatrick [6], Oengoren and Ziada [7], [8] and Ziada et al. [9] for tube arrays. While these studies have highlighted the mechanisms of acoustic resonance, they have not provided much empirical insight into the global distribution of acoustic sources in the flow field. Knowledge of the distribution of acoustic sources for a particular geometry of tube bundle could improve the design of a heat exchanger or possibly help improve acoustic resonance mitigation techniques. Furthermore, flow induced acoustic resonance is not completely understood, especially in complex geometries. This means that the conditions for the onset and the intensity of any resonance cannot be well predicted a priori. Nor can the effect of mitigation measures be easily assessed. Ideally, the compressible flow would be modelled so as to provide a predictive tool for the onset of lock-in, as well as the amplitude of the acoustic resonance. However, while the field of computational aeroacoustics (CAA) is advancing rapidly, much of the research effort is focused on exterior flows. Furthermore, simulation of the coupled fluid flow and acoustic systems in the complex geometry of a heat exchange system appears to be some way off. In this context, the current work attempts to provide a rich data set for a reference configuration which can be used as an interim validation of simulation tools, while also providing some physical insight into the mechanism of acoustic resonance in tube bundles. The paper outlines the basic analysis approach and the experimental procedure before presenting the key results of the study.

2 Calculating the instantaneous aeroacoustic power.

Experimental method used to calculate the spatial distribution of the acoustic energy has previously been developed for arrangements of two and four cylinders [4, 10]. The basic approach is based on a formulation de-
The instantaneous local acoustic power, $\lambda$, is given by Eq. 1:

$$\lambda(x,y,z,t) = -\rho \omega(x,y,z,t) \cdot (V(x,y,z,t) \times U_a(x,y,z,t)).$$

(1)

A positive value of $\lambda$ indicates that the location $(x,y,z)$ is amplifying the instantaneous system acoustic power (i.e. the point is acting as an acoustic source), while a negative value indicates that acoustic power is being dissipated (i.e. a sink). The total instantaneous acoustic power in the flow field can be obtained simply by integrating over the region $\Re$, to yield the familiar formulation of Howe:

$$\Lambda(t) = -\rho \int_{\Re} \omega(x,y,z,t) \cdot (V(x,y,z,t) \times U_a(x,y,z,t)) d\Re$$

(2)

This equation was derived from the kinetic energy of the incompressible velocity field in a divergence-free, isentropic mean flow. It predicts that the acoustic power flux of the vortical structures is equal to the rate at which work is performed by the Coriolis force density experienced by the vortical structures [11]. Equation 2 states that acoustic power $\Lambda(t)$ can be calculated from the spatial integral of the triple product between the vorticity vector $\omega$, the local hydrodynamic flow velocity vector $V$ and the acoustic particle velocity vector $U_a$, where $\rho$ is the mean density of air and $\Re$ is the control volume. A central assumption is that the hydrodynamic and acoustic components in the flow field can be decoupled from each other, resolved separately and then re-coupled to calculate the acoustic sources. This requires a low Mach number.

The system under investigation here is geometrically two dimensional (i.e. it can be considered to be an extruded shape). The fluid mechanics (i.e. the vortical structures) may still be highly three dimensional in these types of geometries, but it will be assumed that the flow field is two dimensional, and so the vorticity is a scalar, as only the component normal to the plane will be non-zero. Thus, the local instantaneous acoustic power is

$$\lambda(x,y,t) = -\rho \omega \cdot (V(x,y,t) \times U_a(x,y,t)).$$

(3)

The assumption of two dimensionality is justified for two reasons. Firstly, it has been shown that the spanwise correlation length of vortex shedding in a tube array at moderate Reynolds numbers is approximately 6 diameters (see for example Zdravkovich [13] or Mahon et al. [14]). The second reason is that the presence of the acoustic resonance will enhance the spanwise correlation.

3 Experimental facility

The target geometry was a four row in-line square tube array ($P/d = L/d = 3.0$). The tube diameter, $d$, was 13mm. Tests were conducted in a small scale, draw down wind tunnel with a test section of 125mm × 125mm. Figure 1 shows a schematic of the experimental geometry. The position of the roving hotwire probe and fixed reference microphone are shown as HW2 and M1 respectively. Note that side branches were added to reduce the resonant acoustic frequency, $f_a$, to approximately 300Hz. The side branches are sufficiently wide that the acoustic mode shape only differs from what would be expected in an infinite array in a straight duct at the four corner locations in the array. Many aspects of the setup are similar to previous test campaign with two tandem cylinders [4].

The tube array spacing is larger than would be ex-
FIGURE 2: Schematic of the nine overlapping interrogation zones used for PIV measurements.

pected in nuclear installations. In fact it is classified as large streamwise spacing ratio according to [7]. This large spacing was chosen to facilitate PIV measurements. However, it should be remembered that the current test campaign is intended to provide validation data for a reference case, rather than target a particular operational design.

Sound pressure was monitored using a flush mounted G.R.A.S. Type 40BH microphone and location M1. The hotwire and the microphone data was digitized using an NI PXI 4472B data acquisition card. The seeding particles of diethyl-hexylsebacate (DEHS) with a diameter of approximately 1µm were illuminated by a Nd:YAG pulsed laser. A Davis Flowmaster 3 CCD camera was used to capture the PIV images and the PIV post processing was completed with LaVision DA VIS 7.2. In order to maintain sufficient spatial resolution to ensure good quality vector maps, which are unbiased by peak locking, the field of view of the PIV had to be restricted to 50mm×40mm. As a result, the entire array was decomposed into nine overlapping zones, shown in Figure 2. Data for each zone was phase locked to the microphone signal and ensemble averaged, allowing a composite velocity map of the entire array to be obtained. Even if a much higher resolution camera was used, so that the interrogation area could be increased to capture the entire array in a single image, it would still be desirable to decompose the region into these nine zones so as to minimize the effect of parallax.

FIGURE 3: Aeroacoustic behaviour of the tube array at various flow velocities measured by microphone M1 and hotwire HW2

4 Flow-acoustic coupling.

Figure 3 shows the aeroacoustic response of this tube array configuration. Figure 3(a) shows the acoustic pressure measured with microphone M1 whilst fig. 3(b) shows a waterfall plot of the streamwise velocity spectra measured by the hotwire HW2. Acoustic excitation is triggered by vortex shedding at acoustic-Strouhal coincidence. The increase in acoustic pressure is gradual as \( f_v \) approaches \( f_a \) but accelerates at acoustic-Strouhal coincidence. Hence this square array would be classified as experiencing coincidence resonance. The system remains locked-in for approximately 4 m/s. When lock-in is broken, the vortex shedding frequency \( f_v \) jumps up to a higher frequency and increases with flow velocity. However, at these higher velocities, the vortex shedding gradually diminishes into broadband turbulent structures.

This is apparent in the waterfall plot as the strength of the Strouhal peak after lock-in is much lower com-
pared to the dependency before lock-in. Closer inspection of the waterfall plot reveals that the $f_e$ suddenly jumps to a higher frequency at $V_\infty = 14m/s$ and follows a slightly different Strouhal dependency before lock-in occurs. This occurs at approximately the same velocity as the onset of the acoustic pressure increase in fig. 3(a). This may represent the switch between global jet instability excitation and local wake instability excitation discussed by [15]. The frequencies before the jump yield a Strouhal number based on gap velocity of $St_e = 0.14$ while the frequencies after the jump yield a Strouhal number of $St_e = 0.15$. [15] reported Strouhal numbers of 0.14 and 0.16 respectively in their water tunnel tests.

5 Spatial distribution of acoustic power

As discussed above, in order to resolve the entire flow field, the setup was decomposed into 9 zones, the nature of the phase locked PIV measurement means that testing and post-processing is very time consuming. For this reason, the full field acoustic power was investigated for only one flow velocity ($V_\infty = 18.2m/s$; $V_g = 27.8m/s$) which corresponded to acoustic Strouhal coincidence. The pressure measured by microphone M1 at acoustic Strouhal coincidence was $P_a = 1376Pa$ (156.75 dB) which meant that the dimensionless acoustic particle velocity was $U_a/V_\infty = 0.18$; $U_a/V_g = 0.12$.

Triggered PIV acquisition, enabled phase locked ensemble averaging. The microphone signal was used as a time reference. The velocity field was resolved using 100 image pairs, at phase increments of 22.5°. Thus the acoustic cycle was resolved with 16 full field maps. When the net acoustic power at all 16 phases are examined, is found that maximum acoustic power is generated at $\phi = 22.5^\circ$ and $\phi = 202.5^\circ$, while at $\phi = 112.5^\circ$ and $\phi = 292.5^\circ$ acoustic power is absorbed. Figure 4 plots the vorticity and the corresponding acoustic power calculated using Eq. 2 at $\phi = 22.5^\circ, 112.5^\circ, 202.5^\circ, 292.5^\circ$. Each tube exhibits a white halo. In this region there is no data available because of parallax; the tubes themselves obscure the view of the flow field adjacent to the surface.

Inspection of the vorticity plots in Fig. 4(a-d) shows that well defined vortices form from the first row of cylinders, propagate in the wake and impinge onto the second row. The vortices formed from one shear layer are out-of-phase with the vortices formed in the adjacent shear layer of the neighbouring column. As the vortex impinges, it induces a second, weaker vortex to form from the second row. This vortex forms on the other side of the cylinder from which the impinging vortex was shed and so has opposite polarity. The shedding of this second vortex is contemporaneous with the shedding of a strong vortex of similar sense from the first row. That is to say, the structures are highly synchronised across the bundle. The vortices formed in the second row are spread out over a larger area than the vortices shed from the first but have a smaller magnitude. Moreover, they also seem to be less coherent. When the vortices formed from the second row impinge on the third row, even less coherent vortices form in their wake. At this stage, the flow has become mostly turbulent which is apparent from the noisy vorticity contours. Even though the structures in the deeper rows are less defined and much more turbulent compared to upstream rows, they continue to form alternatively in the wakes of the cylinders and synchronisation of the flow seems to remain between both the rows and the columns. The structure of the phased averaged flow field agree well with the findings of [15].

Figure 4(e-h) shows the acoustic power at each phase. Much stronger sources and sinks are generated at phase of 22.5° and 202.5° (Fig. 4(e) and (g), respectively) compared to $\phi = 112.5^\circ$ and 292.5° (Fig. 4(f) and (h), respectively) because the magnitudes of the acoustic particle velocities (negative and positive) are much greater at these phases. Concentrating on the phases that generate most acoustic power, inspection of Fig. 4(e, g) reveals that the sources generated at $\phi = 22.5^\circ$ are associated with structures shed from the top sides of the cylinders whilst sources generated at $\phi = 202.5^\circ$ correspond to structures shed from the bottom sides of the cylinders. One can see that at both of these phases, the vortices are still developing behind rows 1 and 2 and have not quite fully formed. They have a significant contribution to Eq. 2 because they possess a high level of vorticity due to their attachment to the shear layer. On the other hand, for the phases that absorb acoustic power, it can be seen that the sinks generated at $\phi = 112.5^\circ$ correspond to vortex structures shed from the top sides of the cylinders whilst sinks generated at $\phi = 292.5^\circ$ correspond to structures shed from the bottom sides of the cylinders. One can see that at both of these phases, the vortices (which were previously still forming) are now fully developed and just about to impinge on a downstream cylinder. Even though the acoustic particle velocity at these phases has reduced, the fact that the vortices are fully developed and cover a large area means their contribution is still significant and hence absorption occurs. It seems that the generation of acoustic power in this in-line tube bundle is due to the generation and formation of new structures from the cylinders whilst the absorption of acoustic power seems to be due to their interaction with a downstream cylinder in the wake.

The spatial distribution of the net acoustic energy per
FIGURE 4: The full field hydrodynamic vorticity and acoustic power for different phases of the acoustic wave cycle at acoustic-Strouhal coincidence, $f_a = 311$Hz, $\frac{U_a}{V\infty} = 0.18$. 
FIGURE 5: Total acoustic energy per cycle generated at acoustic-Strouhal coincidence.

The generation/absorption of acoustic energy occurs in a periodic fashion from the first row of the array to the last. Moreover, the distributions of the sources and sinks around each column are almost identical, at least for the first three rows. The generation of acoustic energy seems to be largely due to the formation of vortices behind the first and second rows, whilst the absorption of energy seems to be due to the vortices impinging on the cylinders. Fitzpatrick and Donaldson [15] concluded that vortex shedding from the first few rows of a shallow in-line tube bundle (no. rows < 5) is the primary source of acoustic resonance. Indeed, the region near the second row seems to be particularly important as there are very large sinks situated just before it and very strong sources situated just aft of it. The sinks just in front of the second row cylinders have the strongest magnitudes of all the structures. The first and second rows have the strongest sources and sinks as they have the best defined hydrodynamic structures. However, as can be seen, the less defined turbulent structures behind the third row are significant in the generation of acoustic power. A general observation is that the strength of the sources/sinks decreases from row to row. This is not thought to be due to the drop off in the acoustic particle velocity but rather to the breakdown in coherent vortex structures as the flow travels deeper into the array. In fact, the net contribution in each inter-cylinder gap is comparable, so that, although the strongest acoustic sources are without doubt to be found between row 1 and 2, the entire array contributes significantly to the generation of sound.

6 Comparison with two tandem cylinders.

The coupled flow-acoustic resonance of two tandem cylinders in a duct has been extensively studied in the literature, and is reasonably well understood. In order to build on this knowledge base, Figure 6 compares the normalised net acoustic energy transfer at a streamwise location per cycle $E^*$ (as a function of the distance from the upstream cylinder) generated around the cylinders in column 2 of the array with that generated by the two tandem cylinders with pitch ratio ($P/d$) of 2.5 during pre-coincidence resonance [6]. Note that the reduced velocities are similar in these two cases. The normalised energy $E^*$ was defined by [10] as:

$$E^* = \frac{E}{P_a d}$$

where $E$ is net acoustic energy at a stream-wise location, per unit tube span, per cycle, $P_a$ is the sound pressure level, and $d$ is the cylinder diameter. This is obtained from integrating eqn. 3:

$$E(x) = \int_0^T \int_{-\infty}^{\infty} \lambda(x,y,t)dydt$$

The distributions of the sources and sinks between the two cases are remarkably similar suggesting that the mechanisms generating and absorbing acoustic power are similar. As can be seen, the strongest sinks form at $x = -2.5d$ for the tandem cylinder case and at $x = -2.2d$ for the tube bundle. The biggest difference between the two plots is the relative magnitudes of the sources and sinks in the wake of the first row. This is due to the extra stream-wise spacing between the cylinders for the in-line tube bundle. For the tandem cylinder configuration, the downstream cylinder is located at $x = -2.5d$ and the vortices in this are stretched by the downstream cylinder. Hence, they are not developing or strengthening. For column 2 of the in-line tube bundle, the cylinder in the second row is at $x = -3d$ which means the vortices can still grow and strengthen. The added space has afforded the vortex more time to develop which is why it has a stronger contribution. For the two tandem cylinder case, it was found that pre-coincidence acoustic resonance is generated by the formation of vortices in the gap between
the two cylinders and that absorption of acoustic power is related to the impingement of the vortices on the downstream cylinder. This is largely the case here. However, it is interesting how changing the spacing of the gap between two cylinders by only a small amount can drastically change the relative contribution of the sources and sinks. Finnegan et al. [10] reported a similar effect for a four cylinder configuration with a pitch ratio \( P/d = 3 \).

As previously mentioned, the effect of parallax will be to make the acoustic power in the region of the tubes uncertain, and so the net acoustic power for the entire system does not give a reliable metric of whether the system would tend to be locked in. This problem will not be present in numerical simulations, which can be validated against the local spatial distribution of acoustic power measured in this paper.

7 Conclusions

The most general conclusion to be drawn is that the combined PIV, FEA and microphone approach, previously applied to tandem and four cylinders, is applicable to the geometrically more challenging configuration of a tube array, although the practical obstacles to overcome in implementing the experimental protocol are significant.

Nonetheless, detailed information has been obtained for a square in-line array with a pitch ratio of 3.0 at acoustic-Strouhal frequency coincidence. The behaviour of the array is broadly consistent with that of similar geometry reported in the literature. The principal physical insights to be gained in this study are:

1. The flow structure between the first three rows of the array during lock-in is highly synchronous despite its geometric complexity and moderate Reynolds number.
2. The mechanisms of acoustic resonance for the tested array are similar to those observed in the tandem cylinder and four cylinder configurations previously reported.
3. Vortex shedding in the wake of the first and second rows provide the dominant sources in the flow field. The strength of the sources diminishes with each row as the vortex structures become less coherent. However, the net sound generated by these relatively diffuse structures is not insignificant.
4. The absorption of acoustic resonance in this particular array is largely associated with the vortices shed from the first row of cylinders impinging on the second row. The large stream-wise spacing allows more time for the vortices to develop which means their contribution will be more significant.

The effect of parallax means that there are gaps in the data at important locations in the field. However, the data provides a useful reference case which will allow deep validation of any numerical simulation of flow-acoustic resonance in tube arrays.

8 Acknowledgements

This publication has emanated from research conducted with the financial support of Irish Research Council for Science Engineering and Technology (IRCSET).

REFERENCES


AIRCRAFT ENGINES BEARING CONTRA-ROTATING OPEN ROTOR FANS

Leonidas Siozos - Roussoulis
Laboratory of Fluid Dynamics and Turbomachines,
Department of Mechanical Engineering,
Aristotle University of Thessaloniki,
Thessaloniki, Greece
Email: leonidasr@windowslive.com

Anestis I. Kalfas
Laboratory of Fluid Dynamics and Turbomachines,
Department of Mechanical Engineering,
Aristotle University of Thessaloniki,
Thessaloniki, Greece

Kosmas Kritikos
Department of Mechanical Engineering,
Aristotle University of Thessaloniki,
Thessaloniki, Greece

Emidio Giordano
Department of Mechanical Engineering,
Aristotle University of Thessaloniki,
Thessaloniki, Greece

Nicolas Tantot
SNECMA, Safran Group
Centre de Villaroche,
Moissy-Cramayel, France

ABSTRACT

Aircraft engines equipped with contra-rotating open rotor (CROR) fans have been the subject of recent study, as they can provide adequate reduction of fuel consumption and emissions. Due the use of an unducted fan, the issue of extensive noise generation has to be taken into account. This paper presents the simulation and analysis of noise generated by CROR engines, while investigating tonal noise directivity patterns.

The audio simulation was based on numerical sound pressure level versus frequency results for computations realized during the sideline validation stage and resulted in the generation of a digital audio file. A spectrum analysis of the audio signal was also obtained. Tonal noise components were located, while their directivity patterns were plotted and compared to empirical and experimental data.

The directivity patterns of the numerical data well duplicated the experimental results, thus validating the original modeling procedure, and enhancing the value of the simulated audio files, in future research.

NOMENCLATURE

- $B_1$: number of blades of rotor 1
- $B_2$: number of blades of rotor 2
- $M_{adv}$: advancing Mach number
- $N_1$: rotation speed of rotor 1
- $N_2$: rotation speed of rotor 2
- $R$: rotor radius
- $f$: tone frequency
- $f_1$: harmonic frequency of rotor 1
- $f_2$: harmonic frequency of rotor 2
- $f_{12}$: interaction tone between the rotors
- $k$: tone wave number
- $m$: circumferential mode of tone
- $n_1$: positive integer
- $n_2$: positive integer
- $\alpha$: speed of sound
- $\theta$: engine noise emission angle

INTRODUCTION

During the last decade, aircraft engine manufacturers have initiated research on innovative engine architectures, thus aiming to reduce emissions and fuel consumption. The growing concern on CO$_2$ emissions, as well as the constantly rising cost of jet fuel have imposed this alteration of needs and market demand. Contra-rotating open rotor engines fulfill the standards stated above, due to their high propulsive efficiency, and have thus been the subject of constant research. Despite their undisputed qualities, the use of CROR engines is confined by certain drawbacks. Reduced cruise Mach number and increased noise emissions, are potential issues that need to be addressed. The latter, in particular, is due to the engine's unducted fan architecture, which allows fan rotor noise to propagate unobstructed. Consequently, control and optimization of CROR sound emissions has evolved into an exceptionally challenging objective. Several research projects have focused on rendering CROR engines compliant with the severe noise regulation context, governing civil aviation. The outcome of the aforementioned investigations was the basis for this paper.

The generation of noise emanating from CROR engines has been studied by a number of research groups.
on an experimental and numerical basis. During the late 1980's, experimental study on CROR engines was at its peak. General Electric's GE-36 Unducted Fan [1] (Fig. 1) was tested in flight on a Boeing 727 (1986) and on a McDonnell Douglas MD-80 (1988). Additionally, R.P. Woodward [2] obtained noise measurements from a model CROR in NASA's Lewis Research Center (1987), extensively investigating tonal noise levels and their correlation to design characteristics and test conditions. Work on that subject decreased during the early 1990s, as the measured noise emissions were considered to be unacceptably high. However, research on CROR engines has lately known a renewed interest, due to the constantly increasing cost of jet fuel. Recently, Kritikos et al. [3] developed a numerical tool which allows fast estimation of noise emissions generated by CROR engines. The emissions were calculated throughout the time domain, for different engine specifications and flight conditions, thus providing sufficient data, that could be studied in respect to Woodward's experimental results.

The current paper presents the development of an audio file which simulates the noise emissions of a CROR engine. A spectrum analysis of the audio signal was additionally obtained in order to locate tonal noise components and investigate their origin. Finally, rotor-alone and interaction tone directivity patterns were determined, according to the original numerical data. These directivities were then compared to empirical results and actual experimental measurements of CROR engine noise emissions. The comparison of computational and experimental data would provide further validation of the initial numerical method, which was utilized in order to obtain the input data for this paper.

INPUT DATA ANALYSIS

Files containing calculated noise emissions of a CROR engine were obtained from earlier research work, in order to achieve accurate simulation of aircraft engine noise. These files also sufficed for the latter stage of the investigation, which included extensive study of tonal noise directivity patterns.

The input data for this paper was derived by Kritikos et. al [3], while developing a numerical model which could predict noise levels generated by CROR engines, thus optimizing noise emissions. A number of cases of engine operation were processed and investigated, each differing in operating conditions and structural specifications of the engine. The calculated noise emissions of one of these cases was adequate for developing the final sound simulation and analyzing the generation of tonal noise. The effect of airframe noise and the upstream pylon interaction were not taken into account, while the aircraft incidence angle was considered to be 0 degrees during the investigated case. The CROR engine which was studied was equipped with a 12-blade front rotor and a 10-blade aft rotor.

The data files resulting from [3] comprise of effective perceived noise level (EPNL), versus frequency results for calculative measurements realized during three different stages of flight (approach, sideline and takeoff). Only sideline noise was investigated in this paper, as the experimental reference data [2] was also derived from a sideline measurement procedure. The extraction of the computational noise levels was realized by a microphone virtually located at a sideline of 450 m from the aircraft's path, as is dictated by the ICAO validation regulations [5]. The aircraft's speed was considered to be constant and equal to 0.2 Mach.

In Fig. 2 the location of the 41 computational reference points (named “observers”) of the sideline stage, is typified. The 39 points located on the horizontal plane represent the computational extraction of sound levels realized by a microphone, during the aircraft's flight from (-1020, 450, 0) to (273, 450, 0) (observers 1 to 39), while retaining zero altitude. Additionally, two further observers (40 and 41) are depicted in Fig. 2, which are located at (136.5, 450, 150) and (273, 450, 300), and were assigned to monitor noise levels in respect to the circumferential sound emission angle. The microphone “M” was supposedly located at a sideline, 450 m away from the aircraft’s route (and from all 41 observers), being theoretically positioned at the origin (0, 0, 0).

The computational process was initiated when the aircraft had reached the point (-1020, 450, 0) and therefore, this reference value was assigned to the first temporal observer. The aircraft was considered to travel in a straight line, on the horizontal plane, till it reached the point (273, 450, 0) and thus the 39th temporal observer. Accordingly, two further observers, 40 and 41, which were not located on the horizontal plane, were taken into account. The reference value of observer 41 was considered to be the last temporal observer. Each one of the observers can be defined either temporally or spatially, as all 41 observers correspond to specific points on the aircraft’s route which are determined by the aircraft's constant speed (0.2 Ma) [3].

The time interval between consecutive observers in the time domain was set to 0.5 seconds. Due to the number of observers (41) and the time step between them (0.5
seconds), the final time length of the audio file simulating the sideline stage would subsequently be 20.5 seconds. The microphone extracted the predicted sound pressure levels throughout the time domain and the reference data was then transferred into the frequency domain, via a Fast Fourier Transformation (FFT).

Each temporal observer provided an instantaneous spectrum analysis of the emitted noise. The frequency range stretched from 19.69 Hz to 5039.37 Hz, while the frequency step was set to 19.69 Hz. Thus, the data file corresponding to each observer consisted of 256 discrete tones, all differing in EPNL. The upper limit of the frequency range was proved to be sufficiently high.

**Audio Simulation and Spectrum Analysis**

The outcome of the audio simulation of the noise generated during the sideline validation stage, was a 20.5 second long digital audio file. Moreover, a spectrum analysis of the final audio signal was obtained in order to locate tonal components and aid the study of the variation of tone noise levels, throughout the time domain. Finally, the creation of a time dependent series which included audio and visual elements, was considered necessary for achieving a comprehensible visual representation of the audio output.

The simulation procedure, as well as the method of obtaining the spectrum analysis and the time dependent series, were described extensively in [6].

**Spectrum Analysis of Sideline Validation Stage**

The computational measurement procedure, as well as the location of the microphone were described in Fig. 2. The spectrum analysis of all 41 reference points of the sideline stage, is depicted in Fig. 3 and 4. It graphically illustrates the computed effective perceived noise levels in respect to the 256 discrete tones which constitute the frequency spectrum. Each separate curve represents the spectrum analysis of one temporal observer and therefore Fig. 3 and 4 depict the overall fluctuation of noise levels throughout the time and frequency domain.

A thorough examination of Fig. 3 and 4 leads to certain conclusions regarding tone noise generation as will be further analyzed in the following section of the paper. It should be noted that high frequencies tend to be attenuated more effectively by ambient air, in contrast to lower frequencies. Thus, noise levels remain low for frequencies above 1500 Hz, during the first temporal observers, when the aircraft is supposedly located the furthest away from the microphone. Sound transmission loss is mainly affected by atmospheric humidity, temperature and pressure, parameters which were defined by the initial numerical model [3].

**Tonal Noise Directivity**

The directivity patterns of rotor-alone and interaction tones, were determined, after analyzing the initial data. These patterns were then compared to the theoretically expected directivities and experimentally derived results.

**Main Characteristics of Tonal Noise**

The blade passing frequencies (BPF) of the front and aft rotor are derived from Eqn. (1) and (2) [4], respectively:

\[ f_1 = n_1B_1N_1 \text{ in Hz,} \]  
\[ f_2 = n_2B_2N_2 \text{ in Hz,} \]  

The frequencies of the interaction tones between the two rotors are calculated from Eqn. (3) [4], while the circumferential mode of a tone \( f_{12} \) is derived from Eqn. (4) [4]:

\[ f_{12} = | n_1B_1N_1 + n_2B_2N_2 | \text{ in Hz,} \]  
\[ m = n_2B_2 - n_1B_1 \]  

Where \( N_1 \) and \( N_2 \) are the rotation speeds of each rotor (in Hz), while \( n_1 \) and \( n_2 \) are positive integers. In addition, \( B_1 \) and \( B_2 \) are the number of blades in each rotor. The second row of blades is taken as reference for the rotation direction for the sign of \( m \) [4].

**Empirical Directivity Patterns**

The directivity patterns of the noise emissions computed in [3] were initially studied in respect to empirically predicted directivities.

According to [4], the levels of sound radiated at a tone of wave-number \( k = 2\pi f/\alpha \) and of mode \( m \), is governed by the Bessel function of first kind and order \( m \):

\[ J_m \left( \frac{kR \sin \theta}{1 - M \sin \theta} \right) \]  

\[ J_m \left( \frac{kR \sin \theta}{1 - M \sin \theta} \right) \]
Where $R$ is the rotor radius, $M_{adv}$ is the advancing Mach number and $\theta$ is the noise emission angle in the horizontal plane ($\theta = 0$, on the upstream axis). Frequencies are divided by $(1 - M_{adv}\cos\theta)$, in order to take into account the Doppler effect, when the microphone is fixed to the ground.

Figure 5 depicts the plots of the Bessel functions corresponding to a numerical test case where $m = B_1 = 11$ at $kR = 8.888$ for the front rotor BPF (BPF1), $m = B_2 = 9$ at $kR = 7.272$ for the BPF of the aft rotor (BPF2) and $m = -2$ at $kR = 16.16$ for the first interaction tone (BPF1 + BPF2). The computed Bessel functions were additionally multiplied by $\sin\theta$, in order to take into account the variation of distance. Three curves were thus plotted, each corresponding to one of the aforementioned frequencies. The curves illustrate the correlation between tone noise levels and the emission angle.

Additional study of analytic prediction of tone noise radiation was presented in [7]. Figure 6 typifies the results of the analytic method described in [7], regarding the directivity of the rear rotor BPF (BPF2) and the first interaction tone. Again, the two curves depict the
FIGURE 5: DIRECTIVITY PATTERNS DESCRIBED BY BESSEL FUNCTIONS [4].

FIGURE 6: DIRECTIVITY OF REAR ROTOR BPF TONE AND FIRST INTERACTION TONE DERIVED FROM AN ANALYTIC PREDICTION MODEL [7].

correlation between tone noise levels and the emission angle.

Despite some divergences, mainly due to the different approach of each study, the similarities between Fig. 5 and 6 are evident. It is apparent that the radiation of rotor-alone tones is restricted to the angles near the propeller plane. On the other hand, the first interaction tone appears to maintain high levels throughout the sideline directivities, while tending to radiate mostly in the forward and rearward arc.

**Experimental Directivity Patterns**

The empirical directivity patterns were studied in order to provide a guideline for the analysis of experimental tone noise directivities, thus aiding the final comparison of experimental and numerical results.

The experimental data were obtained by R. P. Woodward [2], during the investigation of a model CROR engine in NASA’s Lewis Research Center. The tested CROR engine (F7/A7) was equipped with an 11-blade front rotor and a 9-blade aft rotor. The measurement procedure included sideline measurements realized by a track probe, located 137 cm from the propeller axis. The probe traversed 6.5 m, in a straight line parallel to the propeller axis, thus surveying sideline angles ranging from 18 to 150 degrees. Further sideline measurements were obtained by a polar probe which was located 61 cm from the propeller axis, and was initially intended for determining circumferential directivity patterns.

Figure 7 presents the sideline directivities of the front and aft rotor BPF tones (BPF₁ and BPF₂ respectively), as well as the first interaction tone (BPF₁ + BPF₂), measured by the track probe in the aircraft flyover plane.

Additionally, Fig. 8 depicts the sideline directivity patterns of the aft rotor BPF tone, obtained from measurements realized by both the track and polar probe, at different distances from the propeller axis. Having taken into account the expected spherical decay, the application of the inverse square law, was considered necessary in order to reduce the results obtained from the microphone closer to the engine. Final comparison of data originating from measurements realized by the track and polar probe, proved that the corrected polar probe measurements well
duplicated the data recorded by the track probe. Therefore, far-field measurements can be rather accurately estimated by a microphone positioned at a distance of one propeller diameter from the propeller axis.

A thorough study of Fig. 7 and 8 lead to apparent conclusions, regarding the directivity patterns of rotor-alone and interaction tone noise. Evidently, sideline measurements proved that the rotor plane is dominated by first order rotor-alone tones, BPF₁ and BPF₂. Additionally, the first interaction tone (BPF₁ + BPF₂) maintains high levels throughout the sideline directivities, while the maximum noise levels are observed near the propeller axis.

The conclusions derived above, well duplicate the outcome of the empirical prediction methods, of tonal noise directivity, described in [4] and [7]. The first order rotor-alone tone directivities depict undisputed similarities. On the other hand, the experimental directivity pattern of the first interaction tone despite appearing complicated, shows some overall resemblance to the empirical models. Note, for instance, the trough at approximately 45 degrees in both Fig. 5 and 7, as well as the maximum noise level values located at approximately 30 and 150 degrees in both Fig. 6 and 7.

Computed Directivity Patterns

After having investigated noise directivity patterns obtained from empirical methods and experimental measurements, a clear guideline was set in order to realize a comprehensive comparison of experimental and numerical results. Therefore, noise level versus emission angle plots of first order rotor-alone tones, as well as the first interaction tone, were derived from the sideline reference data [3].

The emission angle of the radiated engine noise corresponding to each one of the 41 observers, of the sideline validation stage, can accurately be computed, as the microphone retained a fixed position during all 41 numerical noise level extractions. The coordinates of each observer were predefined in [3], therefore, 41 radiation angles were determined during the sideline validation stage. The angle value range stretched from 23.81 to 121.24 degrees and was predefined by the specifications of the noise level extraction procedure.

In Fig. 9 the directivities of first order rotor-alone tones are depicted, according to numerical results derived from [3], during the sideline calculation stage. As was described above, 41 reference points provided sufficient data, in order to plot two curves, which present the directivity patterns of tones corresponding to the BPF of the front rotor (BPF₁ = 198.94 Hz, for n₁ = 1 and n₂ = 0, mode order m = -2) and the BPF of the aft rotor (BPF₂ = 165.78 Hz, for n₁ = 0 and n₂ = 1, mode order m = 10). The directivity patterns approximate a parabola, which reaches its maximum value between 80 and 90 degrees. The curves thus illustrate that the noise of first order rotor-alone tones is mostly restricted to angles near the propeller plane, as was expected. Therefore, despite a slight divergence regarding the location of the maximum noise level value on the horizontal axis, both curves are in absolute accordance to the empirical and experimental data cited in previous sections of this paper.

The directivity of the first interaction tone (f₁₂ = 364.72 Hz, for n₁ = 1 and n₂ = 1, mode order m = -2) is presented in Fig. 10. The curve shows great resemblance to the experimental measurements presented in Fig. 7, especially in the region between 30 and 80 degrees. Additionally, the trough at 38 degrees well compares to the trough located at both Fig. 5 and 7, and is therefore in accordance to both empirical and experimental results. Further comparison can be realized with Fig. 6, thus proving the tendency of the first interaction tone to radiate mostly near the propeller axis, while maintaining overall high noise level values throughout the angle domain. Again, the directivity patterns of the first interaction tone, which were derived from [3], well duplicate the empirical and experimental results, investigated previously.

Despite not being able to obtain the same range of angle values, as was realized in the experimental case [2], the data from [3] still suffice to provide a clear aspect of the directivities of certain tones. The directivity patterns derived from the numerical data show undisputed resemblance to the experimental measurements, while being in overall accordance to the patterns dictated by
empirical methods. Therefore, the outcome of this comparison provides additional validation of the numerical method applied in [3].

CONCLUSIONS

In this paper, the audio simulation of noise generated by an aircraft engine equipped with a CROR fan was presented. A spectrum analysis of the final audio signal was obtained, in order to provide accurate visualization of the audio file, thus aiding the analysis of tonal noise contribution to overall engine noise. Further investigation was focused on the directivity patterns of rotor-alone and interaction tones, which were determined by the initial numerical data. The directivities underwent comparison with patterns resulting from empirical methods, as well as actual experimental measurements. The computed directivities compared exceptionally well to both empirical and experimental results, thus providing validation of the original numerical model, while encouraging future research on tonal noise directivity.

In conclusion, the undisputed similarities between tonal noise directivities of the actual experimental measurements and the numerical results, enhance the importance of the simulated audio file. This file can be therefore utilized in research procedures focused on aircraft engine noise and its impact on human hearing. A combination of audio and visual elements can significantly aid the acoustic perception of noise generated by engines of innovative architecture, while leading to an intuitive understanding of aircraft noise and its components. Additionally, the outstanding resemblance between experimental measurements and numerical data, provides proof of the correctness of the method utilized by Kritikos et al. [3], thus further validating the computed results, as well as the developed numerical tool. The efficiency of the procedure, encourages further extensive study of the numerical data in respect to experimental measurements, in order to set an accurate basis that outlines the correlation of actual and calculated results.

ACKNOWLEDGMENTS

The authors would like to acknowledge SNECMA, for the kind permission to publish this paper, and particularly Dr. Rasika Fernando, for providing his expert advice. The paper was realized within the frame of the European wide DREAM project (valiDation of Radical Engine Architecture systeMs).

REFERENCES

Conditions (F7/A3)”, *NASA Technical Memorandum 100254, AIAA-88-0263*.


PARTIALLY COVERED CYLINDRICAL CAVITY FLOW: RESONANCE IDENTIFICATION

Francisco Rodriguez Verdugo  
Dipartimento di Ingegneria Meccanica Industriale  
Università degli Studi Roma Tre  
Rome, Italy  
frodriguezverdugo@uniroma3.it

David B. Stephens  
NASA Glenn Research Centre  
Cleveland  
Ohio, USA  
David.Stephens@nasa.gov

Gareth J. Bennett*  
School of Engineering  
Trinity College Dublin  
Dublin 2, Ireland  
gareth.bennett@tcd.ie

ABSTRACT

This is the first of two companion papers concerned with the study of partially covered cylindrical cavities. These geometries can be found in the transportation industry: window buffeting in cars/trains, aircraft landing gear wheel wells; in musical instruments: jug bands; or in duct applications: side branches. Partially covered cavity oscillations have been investigated previously [1–4] but little attention has been devoted to the description of the shear-layer dynamics [5, 6]. In addition, the excitation of higher order acoustic modes in cavities has gone largely unreported. The aim of these two papers is to investigate the interaction between the shear layer spanning a rectangular opening and the flow-excited acoustic response of the cylindrical cavity. In this first paper, the excited resonant modes are predicted and measured by the use of an acoustic numerical simulation and a wall mounted microphone respectively. The influence of the position of the rectangular opening is analysed.

INTRODUCTION

Shear layer driven cavity flows can exhibit several types of features generally described as resonance. The review paper of Rockwell and Naudascher [7] categorized self-sustaining oscillations into three groups: fluid-dynamic; fluid-resonant; and fluid-elastic. Of these, self-sustaining cavity oscillations which are strongly coupled with resonant waves within the cavity may be classified as fluid-resonant oscillations. Oscillations of this class occur at sufficiently high frequencies such that the corresponding acoustic wavelength is of the same order of magnitude, or smaller, than the cavity characteristic length—considered here to be the height of the cylindrical cavity, H. For ideal organ pipe conditions, these oscillations are predicted to have an acoustic wavelength of \( \lambda \leq 2H \) for a closed cavity end condition. The exact frequency at which these longitudinal modes (standing waves along the height of the cavity) occur for shear layer driven oscillations is complicated by the very presence of the shear layer. Within the fluid-dynamic category, a highly cited work is for high Mach number \(( M > 0.5 )\) flow over a shallow cavity known as a Rossiter cavity. In this system, the feedback mechanism is an upstream-travelling acoustic wave generated by turbulent structures hitting the downstream edge of the cavity. These acoustic waves have a wavelength close to the cavity opening dimension, or length, L. Resonance occurs if this acoustic frequency can excite the shear layer oscillation. The fluid-elastic category occurs when one or more wall of the cavity undergoes a displacement that exerts a feedback control on the shear layer perturbation. For cavities with rigid boundaries, the fluid-resonant category may contribute significantly to unwanted noise: from aircraft landing gear for example; or to undesirable pressure pulsations such as may be experienced in vehicles with open windows. A recent study by Langtry and Spalart [8] used computational methods to predict the unsteady pressure inside a landing gear wheel well on a commercial aircraft geometry. Balasubramanian et al. [9] have recently considered sunroof buffeting on a simplified vehicle geometry. Tonon et al. [10] have studied a series of side branch resonators as a model for flow in a corrugated pipe. Height modes were also studied by Yang et al. [11] who specifically analyzed the effect of the stream wise dimension of the cavity. A coaxial side branch configuration was studied by Oshkai and Yan [12]. Kook and Mongeau [13] and Ma et al. [5] have both recently studied Helmholtz resonators and accurately predicted the magnitude of the interior cavity pressure, when adequate information about the shear layer is available. Higher order acoustic modes

* Address all correspondence to this author.
have been explored for an axisymmetric shallow cavity configuration in a work by Awny and Ziada [14], and the work of Oshkai et al. [15] illustrates well how PIV can be used to gain further insight into the study of shear layer flows. To date, within the fluid-resonant category, almost no consideration has been given to higher order acoustic modes which might resonate in cavities. In this paper we are particularly interested in exploring the test case where a number of different types of resonant behavior can be excited depending on flow speed or orifice geometry. In practical cases, such as for aircraft take-off and landing where the flow speed varies, it is important to be able to predict these modes so that mitigation measures can be implemented.

**EXPERIMENTAL RIG DESIGN**

A cavity resonance experiment that incorporates a number of the above feedback mechanisms has been designed and constructed. As the rig was to be built using a small, low speed wind tunnel, preliminary analysis was required in order to optimally design the cavity given the imposed limitations. In each of the three fluid-resonant oscillations considered in this paper, viz. Helmholtz Resonance, Longitudinal Resonance and Azimuthal Resonance, the acoustic excitation is assumed to be due to instability in the shear layer of flow over the cavity opening. The shear layer excitation frequency can be estimated using the empirical relationship suggested by Rossiter [16]. Given the low Mach number under consideration in the current paper \((M < 0.15)\), the upstream-propagating acoustic feedback mechanism usually associated with Rossiter is not expected to occur in the present experiment, because the acoustic frequency corresponding to the cavity opening length would be in the order of 8kHz, far higher than any expected shear layer oscillation frequency. Rossiter’s equation for the shear layer excitation frequency, however, has been used by many authors to accurately model other feedback mechanisms [5, 17]. This equation is given as

\[
St \equiv \frac{f L}{U} \approx \frac{n - \alpha}{M + \frac{1}{\kappa}} \tag{1}
\]

where \(\alpha\) describes the phase delay and \(\kappa\) is the convection velocity of the shear layer normalized by the free stream velocity and \(n = 1, 2, 3, \ldots\) is the order of the shear layer mode. For the low subsonic speeds considered here, \(\alpha = 0\) was found to be appropriate, and has been used by other authors [5, 18, 19], who argued that there is no need to consider a phase delay when the convection speed is much less than the speed of sound. The typical value of \(\kappa = 0.5\) is the average of the free stream speed and the flow in the cavity, and does not include effects of the boundary layer which acts to retard the apparent free stream velocity.

As can be seen in Eqn. (1), decreasing the characteristic length of the cavity opening, \(L\), increases the excitation frequency for a given flow speed. Similarly, from knowledge of duct acoustics [20], increasing the cavity diameter will result in lower cut-on frequencies for the higher order modes. Thus for the low tunnel speeds available, a large diameter and small orifice was required to achieve the test objectives allowing excitation of the three different fluid-resonance categories considered. Schematics of the cavity and opening can be seen in Fig. 1 and Fig. 2. The large diameter of the cylinder was selected in order to accommodate higher-order azimuthal acoustic modes. The first azimuthal mode should cut-on at 846Hz for this diameter assuming closed/closed end conditions. Initially, a 40mm square opening with sharp edges connected the cavity to the wind tunnel, however, openings of different length and location relative to the cavity centerline were also tested.

**Numerical Analysis Wave Expansion Method (Wem)**

In order to verify the cavity design prior to construction, a series of numerical simulations were performed on a meshed domain of equal dimensions to the proposed design, see Fig. 3. A highly efficient finite difference method originally introduced by Caruthers et al. [21] was
used for the analysis. The approach uses wave functions which are exact solutions of the governing differential equation. The wave expansion method (WEM) code used for this study was further developed by Ruiz and Rice [22] and has been examined by Bennett et al. [23] for its applicability in ducts. In order to simulate an oscillation in the shear layer, a numerical monopole volume source was located at the orifice opening mid-point. The complex pressure is solved in the domain as a function of source frequency and the amplitude can be plotted on the mesh to give an indication of the pressure field in the cavity/windtunnel rig set-up. Some examples of the solution are given in Fig. 4.

The Helmholtz numbers chosen illustrate: the first plane wave depth/height or longitudinal mode (AZ1) and a combination azimuthal/longitudinal mode (AZ1H1). An awareness and understanding of these modes is necessary if a comprehensive understanding of the acoustic behavior of cavities is to be reached. Based on the results of this analysis, it was confirmed that this cavity geometry would allow all three fluid-resonant category configurations to be excited by a cavity orifice of approximately 40mm in the flow range of the wind tunnel available for the tests.

Test-Set Up

A draw-down wind tunnel with an elliptical bell-mouth inlet was used with a square test section (125mm x 125mm) 335mm in length, see Fig. 5. The cavity height is 493mm and 119.25mm in radius. The orifice spanned the test section with a real depth of 7.75mm and a sharp chamfer at 45 degrees - see Fig. 2.

Boundary Layer Characterization The knowledge of the boundary layer’s nature is of special interest when dealing with wall bounded flows. For the boundary layer characterization, the panel with a rectangular orifice was replaced by a panel without orifice. The boundary layer was measured in a position corresponding to the
upstream edge of the orifice openings. Two different free stream velocities were investigated: 7.2 m/s and 48.3 m/s. Velocity profiles are reported in figure 6. At low velocities, the boundary layer was found to be laminar whereas for high flow speed it becomes turbulent. Table 1 gives the characteristics of the boundary layer.

TABLE 1: BOUNDARY LAYER PROPERTIES FOR 2 FREE STREAM VELOCITIES: 7.2 AND 48.3 m/s. BOUNDARY LAYER THICKNESS $\delta$ (99%), DISPLACEMENT THICKNESS $\delta^*$ AND MOMENTUM THICKNESS $\theta$.

<table>
<thead>
<tr>
<th>$U_\infty$ (m/s)</th>
<th>$\delta$ (mm)</th>
<th>$\delta^*$ (mm)</th>
<th>$\theta$ (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>7.2</td>
<td>3.98</td>
<td>1.34</td>
<td>0.50</td>
</tr>
<tr>
<td>48.3</td>
<td>3.6</td>
<td>0.51</td>
<td>0.40</td>
</tr>
</tbody>
</table>

EXPERIMENTAL RESULTS

Due to the presence of the nodal lines associated with higher order modes it was hypothesised that some modes would respond more when excited at antinodes and less or not at all when the excitation region coincided with a nodal position. In order to perform a parametric study, a number of different cover plates were manufactured, each with openings of differing characteristics. Table 2 lists some of the openings tested.

TABLE 2: CAVITY OPENING PARAMETERS. STREAMWISE LENGTH AND POSITION FROM DOWNSTREAM EDGE.

<table>
<thead>
<tr>
<th>Case</th>
<th>$L$ (mm)</th>
<th>$\Delta$ (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>L40EU</td>
<td>40</td>
<td>189</td>
</tr>
<tr>
<td>L40HU</td>
<td></td>
<td>159</td>
</tr>
<tr>
<td>L40CC</td>
<td></td>
<td>99</td>
</tr>
<tr>
<td>L40HD</td>
<td></td>
<td>39</td>
</tr>
<tr>
<td>L40ED</td>
<td></td>
<td>9</td>
</tr>
<tr>
<td>L45EU</td>
<td>45</td>
<td>184</td>
</tr>
<tr>
<td>L45HU</td>
<td></td>
<td>157</td>
</tr>
<tr>
<td>L45CC</td>
<td></td>
<td>97</td>
</tr>
<tr>
<td>L45HD</td>
<td></td>
<td>37</td>
</tr>
<tr>
<td>L45ED</td>
<td></td>
<td>9</td>
</tr>
</tbody>
</table>

Preliminary Results

Once the rig was built, some preliminary tests were performed to verify the cavity’s response to excitation. An initial test was performed with a small loudspeaker radiating broadband noise located in the tunnel test section in the proximity of the orifice. A transfer function between the speaker input signal and a microphone flush mounted with the inside surface of the cavity was calculated and its magnitude is plotted in Fig. 7 (black). Qualitatively, this compares extremely closely to a similar analysis performed on the numerical WEM data (red), where the transfer function was calculated between the monopole source and a location equivalent the microphone position. Each of the longitudinal, azimuthal and combination modes are identified. The exception to this is the Helmholtz resonance in the numerical data which poorly models the compressibility effect. In addition there is a small (4Hz) frequency shift between the WEM peaks and those measured with the speaker experiment. As the numerical solution has been found to be very sensitive to changes in the duct geometry, it is thought that this may be due to the difference in location of the monopole source and the equivalent acoustic source due to the loudspeaker.

Similarly, the response from the same microphone located in the cavity is plotted for a tunnel flow velocity of approximately 21 m/s (blue). Again there is excellent qualitative agreement with no frequency difference between these results and those when using the loudspeaker. There is however, a significant amount of low frequency noise which is presumed to originate from the centrifugal blower and ducting of the wind tunnel.

A summary of these results are given in Tab. 3 where the peak frequencies are tabulated with the analytical results for a closed/closed duct. Overall the results concur well with the most significant deviation being between the three “real” sets of data viz. WEM, Speaker and Flow, which include the orifice, and the analytical model which
FIGURE 7: Response of the cavity to different excitations: monopole acoustic source (WEM, red), broadband noise (experimental, black) and flow (experimental, blue).

TABLE 3: FREQUENCIES, IN HERTZ, OF THE ACOUSTIC MODES OF A CYLINDRICAL CAVITY ($D = 238$ mm AND $H = 493$ mm) AT $22^\circ$ C. MODE ORDER $(m,n,q)$: AZIMUTHAL, RADIAL, LONGITUDINAL.

<table>
<thead>
<tr>
<th>Mode</th>
<th>$H_1$</th>
<th>$H_2$</th>
<th>$AZ_1$</th>
<th>$AZ_1H_1$</th>
<th>$H_3$</th>
<th>$AZ_1H_2$</th>
<th>$AZ_1H_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$(m,n,q)$</td>
<td>(0,0,1)</td>
<td>(0,0,2)</td>
<td>(1,0,0)</td>
<td>(1,0,1)</td>
<td>(0,0,3)</td>
<td>(1,0,2)</td>
<td>(1,0,3)</td>
</tr>
<tr>
<td>Analytical</td>
<td>350</td>
<td>699</td>
<td>846</td>
<td>915</td>
<td>1049</td>
<td>1097</td>
<td>1347</td>
</tr>
<tr>
<td>WEM</td>
<td>365</td>
<td>706</td>
<td>842</td>
<td>930</td>
<td>1054</td>
<td>1111</td>
<td>1354</td>
</tr>
<tr>
<td>Speaker</td>
<td>375</td>
<td>712</td>
<td>852</td>
<td>930</td>
<td>1054</td>
<td>1110</td>
<td>1350</td>
</tr>
<tr>
<td>Flow</td>
<td>377</td>
<td>706</td>
<td>851</td>
<td>927</td>
<td>1050</td>
<td>1102</td>
<td>1345</td>
</tr>
</tbody>
</table>

does not. The disparities are most noticeable for $H_1$ and $AZ_1H_1$.

Baseline opening: case L45EU

Following the initial tests, an automated velocity sweep of the tunnel was performed using LabView to control the centrifugal blower motor speed controller. These results are presented in Fig. 8 with shear layer modes calculated according to Eqn. (1) superimposed onto the plot. A range of convection speed coefficients are to be found in the literature [5, 16, 17] although often at a value of approximately $\kappa = 0.38$. A value of $\kappa = 0.42$ has been used here as a best fit to the measured data.

Audible tones in the region of the Helmholtz frequency were clearly heard and are seen in Fig. 8 to be excited at low flow speeds by the first shear layer instability mode (approx. 7m/s). Given the thin wall forming the neck of the resonator, an equivalent neck approach is used to calculate the Helmholtz resonance frequency as developed by Ma et al. [5];

\[
\frac{f_{HR}}{2\pi \sqrt{\frac{S}{Vl_s}}}.
\]

where $S$ is the plan-view cross sectional opening of the orifice, $V$ is the volume of the cavity, $c$ is the speed of sound and $l_s$ is the length of the slug of air that oscillates in the opening, or neck of the cavity. For the cavity under consideration, the neck length is essentially zero, so an “effective” neck length equal to the opening length ($l_s = L$) was used. For the geometry of this test case the theoretical value of 68Hz superimposed on Fig. 8 compares extremely well with the measurements.

For higher flow speeds, an intense lock-in with the first cavity longitudinal mode ($H_1$) is generated, again by the first shear layer instability mode. The amplitude of this tone is so great that a non-linear response is generated which results in the first and second harmonics to be excited and is seen in the plot at higher frequencies. The lock-on subsequently drops out at higher velocities as the shear layer mode increases in frequency above the first longitudinal mode frequency. At higher velocities, the second shear layer mode locks on to the third longitudinal mode ($H_3$) and switching between the two frequencies was audible. A time/frequency domain analysis on this data has been performed to further examine this process [25]. The second and third shear layer modes also cause lock on with the $H_1$ mode and amplification of the azimuthal and azimuthal combination modes ($AZ_1$ and $AZ_1H_1$) is clearly evident at high velocities. Also identified in Fig. 8 is the combination longitudinal mode of wind tunnel width and cavity height ($HW_1$). As the shear layer is bounded, transverse to the flow direction, by the wind tunnel wall on one side and by the cavity termination on the other, the first shear layer mode excites a standing wave which is formed between these two surfaces and can be seen to lock on at approximately 27m/s.

Strength of lock-on

The receptivity of the cavity to shear layer excitation was quantified using a “strength of lock-on” parameter, as suggested by [26] and described by [11]. The parameter chosen was the amplification of the cavity pressure level above the background noise level, as defined by a linear scaling in log-log space. For each frequency, a linear fit was made to the spectral density in decibels. The magnitude of the pressure above this linear fit was designated as the “strength of lock-on” (SoL). At the flow speed $U_{\infty}$, the SoL of the frequency $f$ can be calculated through:
FIGURE 8: Acoustic response inside the cavity as a function of tunnel flow-speed. Superimposed on the plot are the theoretical shear layer modes (SL), the WEM acoustic modes (H1, AZ1...) and the Helmholtz resonance (HR). The first longitudinal cavity/test section mode (HW1) calculated analytically is also reported. Frequencies are given in non-dimensional form (Helmholtz number = $2\pi R f / c$).

FIGURE 9: Pressure amplitudes at 376 Hz as a function of the wind tunnel flow speed. Opening L45ED.

\[ SoL(M_\infty, f) = p_{dB}(M_\infty, f) - [p_{dB}(1, f) + 20n \log(M_\infty)] \]

where $p_{dB}$ denotes the pressure amplitude (in dB) function of the frequency $f$ and the Mach number of the flow ($M_\infty = U_\infty / c$) and $n$ the exponential at which the broadband turbulent noise grows. An example of the linear fitting is given in Fig. 9.

Influence of the location of the opening

The effect of the opening location was quantified using the SoL parameter previously introduced. Three different positions were explored: $\Delta = 99, 39$ and 9 mm (L40CC, L40HD and L40ED respectively), refer to figure 10. The results are summarized in figures 11, 12 and 13, where the contour lines encircle values of SoL higher than 13 dB. The threshold criterion is an useful and straightforward technique to identify the resonance conditions in a flow excited cavity.

There are some interesting differences between the three opening analysed. It is clear that the resonance lock-on for H1 is much stronger when the opening is in the center of the cavity (L40CC): the first shear layer hydrodynamic mode remains locked-on H1 for a wider range of velocities than for the other two orifice positions. Especially noteworthy is the cut-on of the azimuthal mode AZ1H1 at velocities above 45 m/s for L40ED and L40HD, which does not occur for L40CC. When the opening is off-center, the shear layer pressure fluctuations tend to excite AZ1H1 because they are closer to an acoustic anti-node. On the contrary, the central location is a pressure node for this acoustic mode as seen in Fig. 4(b). The third longitudinal mode is excited by the shear layer mode II from 50.3 m/s to 52.3 m/s for L40HD while this resonance occurs only for the highest tested flow speed for L40ED.

It is interesting to note that, whereas the azimuthal combination mode AZ1H1 tends to be excited by the off-center orifice locations, the pure AZ1 azimuthal modes tends not to be. The vortex sound theory developed by Howe [27] is a good start in order to explain the predilection for certain specific eigenmodes for a flow-acoustic coupling. In Howe’s acoustic analogy, the Coriolis density forces $\rho_0 \vec{w} \times \vec{u}$ are identified as the principal source of sound. The acoustic power generated by the vortical field $\Pi$ can be calculated by equation

\[ \Pi = -\rho_0 \int \frac{1}{V} (\vec{w} \times \vec{v}) \cdot \vec{u}_{acoust} \, dV \]

which states that the $\Pi$ is proportional to the triple $\vec{u}_{acoust}$ · $(\vec{w} \times \vec{u})$. From this formula it is clear that if the acoustic particle velocity at the opening has the same orientation as the velocity or the vorticity, there is no acoustic
power generated. Let us now take the example of the first azimuthal mode (AZ1). It has been shown numerically, Fig. 4(a), that this mode is symmetrical about plane $Oyz$ (it could have been symmetrical about any other vertical plane; however the opening location imposes the symmetry plane). The mode AZ1 does not radiate sound because the acoustic particle velocity has the same orientation as the mean flow. This is a very simplistic explanation especially because it assumes the directions of $\vec{u}_{acoust}$, $\vec{w}$ and $\vec{u}$ to be known a priori.

**CONCLUSIONS**

A cylindrical cavity experiment which allows different modes of resonant behaviour to be excited depending on flow speed and orifice geometry has been design and constructed. Specifically, modes falling into the fluid-resonant category, viz., Helmholtz resonance, Longitudinal resonance and Azimuthal resonance, have all been excited by different shear layer oscillation modes. Lock on between these different resonant modes and shear layer excitation has been clearly measured and observed to occur upon adjusting only the flow speed. The effect of the cavity opening location on the internal resonance was also studied, and found to be a major factor in determining which modes were excited. Specifically, azimuthal modes were only found when the excitation was not located at the center of the cavity, which would be a node for the azimuthal mode.
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ABSTRACT
This is the second of two companion papers concerned with the study of partially covered cylindrical cavities. These geometries can be found in the transportation industry: window buffeting in cars/trains, aircraft landing gear wheel wells; in musical instruments: jug bands; or in duct applications: side branches. Partially covered cavity oscillations have been investigated previously [1–4] but little attention has been devoted to the description of the shear-layer dynamics [5, 6]. In addition, the excitation of higher order acoustic modes in cavities has gone largely unreported. The aim of these two papers is to investigate the interaction between the shear layer spanning a rectangular opening and the flow-excited acoustic response of the cylindrical cavity. In this second paper, a methodology to extract the acoustic power generated by the shear layer is proposed. The velocity and the vorticity fields are found experimentally and the acoustic field is calculated numerically.

INTRODUCTION
Shear layer driven cavity flows can exhibit several types of features generally described as resonance. The review paper of Rockwell and Naudascher [7] categorized self-sustaining oscillations into three groups: fluid-dynamic; fluid-resonant; and fluid-elastic. Of these, self-sustaining cavity oscillations which are strongly coupled with resonant waves within the cavity may be classified as fluid-resonant oscillations. Oscillations of this class occur at sufficiently high frequencies such that the corresponding acoustic wavelength is of the same order of magnitude, or smaller, than the cavity characteristic length—considered here to be the height of the cylindrical cavity, H. For ideal organ pipe conditions, these oscillations are predicted to have an acoustic wavelength of \( \lambda \leq 2H \) for a closed cavity end condition. The exact frequency at which these longitudinal modes (standing waves along the height of the cavity) occur for shear layer driven oscillations is complicated by the very presence of the shear layer. Within the fluid-dynamic category, a highly cited work is for high Mach number \((M > 0.5)\) flow over a shallow cavity known as a Rossiter cavity. In this system, the feedback mechanism is an upstream-travelling acoustic wave generated by turbulent structures hitting the downstream edge of the cavity. These acoustic waves have a wavelength close to the cavity opening dimension, or length, L. Resonance occurs if this acoustic frequency can excite the shear layer oscillation. The fluid-elastic category occurs when one or more wall of the cavity undergoes a displacement that exerts a feedback control on the shear layer perturbation. For cavities with rigid boundaries, the fluid-resonant category may contribute significantly to unwanted noise: from aircraft landing gear for example; or to undesirable pressure pulsations such as may be experienced in vehicles with open windows. A recent study by Langtry and Spalart [8] used computational methods to predict the unsteady pressure inside a landing gear wheel well on a commercial aircraft geometry. Balasubramanian et al. [9] have recently considered sunroof buffeting on a simplified vehicle geometry. Tonon et al. [10] have studied a series of side branch resonators as a model for flow in a corrugated pipe. Height modes were also studied by Yang et al. [11] who specifically analyzed the effect of the stream wise dimension of the cavity. A coaxial side branch configuration was studied by Oshkai and Yan [12]. Kook and Mongeau [13] and Ma et al. [5] have both recently studied Helmholtz resonators and accurately predicted the magnitude of the interior cavity pressure, when adequate information about the shear layer is available. Higher order acoustic modes
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have been explored for an axisymmetric shallow cavity configuration in a work by Awny and Ziada [14], and the work of Oshkai et al. [15] illustrates well how PIV can be used to gain further insight into the study of shear layer flows. To date, within the fluid-resonant category, almost no consideration has been given to higher order acoustic modes which might resonate in cavities. In this paper we are particularly interested in exploring the test case where a number of different types of resonant behavior can be excited depending on flow speed or orifice geometry. In practical cases, such as for aircraft take-off and landing where the flow speed varies, it is important to be able to predict these modes so that mitigation measures can be implemented.

OVERVIEW OF THE EXPERIMENTAL RIG

Experiments were performed in the Fluids Laboratory of the Mechanical and Manufacturing Engineering Department at Trinity College Dublin. The rig consists of a 493 mm ($H$) deep cylindrical cavity with a 238 mm internal diameter ($D$) mounted on the lateral wall of a 335 mm long test section with a $125 \times 125$ mm cross section ($W \times W$). A rectangular orifice connects the interior of the cavity to the test section of the elliptical bell-mouth inlet draw-down wind tunnel. The flow was generated by a centrifugal blower driven by a motor. A photograph of the Perspex cavity is given in figure 1 showing also the PIV camera. Additionally, a schematic of the wind tunnel (figure 2) gives an overview of the experimental rig. Further description of the rig can be found in the companion paper.

Instrumentation and Data Processing

Pitot-static tube

The flow speed was measured with a Pitot-static tube located at the end of the test section and connected to a micromanometer Furness Controls FCO 510. The probe was introduced in the wind tunnel through a small hole on the upper wall of the diffuser section. During the PIV measurements, the Pitot tube was removed from the test section in order to avoid flow disturbances. The micromanometer internally calculates the velocity; a verification of the calculated mean velocity was done with a pressure transducer connected to a liquid column manometer. The mean velocity given by the FCO 510 was found in good agreement with the liquid column manometer measurements.

Hot wire anemometry

A Dantec CTA Module 90C10 with a Dantec 50P11 single component hot-wire (HW) probe was used for the boundary layer characterization. The velocity measurements are automatically compensated for flow temperature changes through a thermocouple based system.

The HW probe was directly calibrated inside the test section and the procedure is described hereafter. The probe mounted on its holder was introduced in the test section at the position desired for the BL characterization. A Pitot tube was also introduced in the wind tunnel and placed near the HW probe. The location of the Pitot tube in the same plane that the HW probe was not always possible because of the finite number of holes to introduce the Pitot tube. After the calibration, the Pitot tube was removed from the wind tunnel and the BL characterization was done straight after. The main advantage to this procedure is that the calibration and the measurements are done with the same conditions (temperature, pressure, HW ori-
Particle image velocimetry The flow in the orifice region was explored with a low speed LaVision PIV system. The seeding particles of Di-Ethyl-Hexyl-Sebacat (DEHS), which had a typical particle size of 1 µm, were produced by an LaVision aerosol generator. A double pulsed Nd:YAG laser was used to illuminate the plane of interest. Images were taken with a digital Flow Master CCD camera equipped with a 1279 × 1023 pixel CCD sensor and a 28 mm focal length lens. The images were processed using Davis 7.2 software. The computed velocity fields were then exported into Matlab for further post processing. The PIVMat Toolbox (www.fast.u-psud.fr/pivmat) developed by Frédéric Moisy from the Université Paris-Sud was used for the production of the vector field figures.

Data acquisition card The output signals from the instruments were acquired using a National Instrument PXI-4472B Data Acquisition Card. The three signals were sampled at a frequency of $F_s = 40$ kHz for 8 seconds. The pressure signals were processed in Matlab using a Fast Fourier Transform (FFT) technique. The number of points per segment was 8192, therefore the frequency resolution was 2.44 Hz. The 19 data sets were then averaged.

Phase-averaging technique The highest recording rate of the camera is 4.03 Hz. This value is far below the range of frequency of the shear layer modes [0 - 1500 Hz] predicted. In order to provide an average view of the velocity fluctuations, a phase-averaging technique was used. This method is applicable only when the pressure signal has a single dominant peak in the spectrum. To identify the phase of the PIV images, the wall pressure fluctuations and the laser trigger signal were recorded simultaneously. The $\Phi = 0^\circ$ condition was chosen at an arbitrary location during the pressure evolution (one quarter of period previous to the position of the local maxima). The phase in degrees is defined as $\Phi = 360^\circ \tau / T$ (figure 4(a)) where $\tau$ is the relative time at which the velocity is measured and $T$ is the local period of the pressure fluctuations. In practice, the signal from the microphone was filtered to reduce temporal disturbances. For every velocity studied, 1000 PIV images were acquired and divided in 8 different bins according on their phases. Each bin contains between 100 and 150 PIV realizations as reported in figure 4(b). All the velocity fields of each bin are then averaged in order to obtain a phase-averaged velocity field.

EXPERIMENTAL RESULTS

Shear layer dynamics

Velocity measurements in the orifice region allow greater insight into the fluid dynamics of the shear layer to be obtained. The four different velocities explored (7.4, 46.3, 48.4 and 51.5 m/s) have already been presented in the companion paper. They correspond to: the first shear layer mode locked on the Helmholtz resonance (figure 6), the first shear layer mode locked on the first longitudinal mode (figure 7), the second shear layer mode locked on AZ1H1 (figure 8) and the second shear layer mode locked on H3 (figure 9) for the baseline opening (L45EU). The phase-averaged velocity and vorticity fields are reported. Eight different phases were calculated during the processing but 45°, 135°, 225° and 315° were omitted for brevity’s sake.

First shear layer mode Helmholtz resonance At a velocity of 7.4 m/s, the first shear layer hydrodynamic mode locks on the Helmholtz resonance. The phase average velocity and vorticity fields are reported in figure 6. In the upstream portion of the opening ($-1 < x/L < 0$), the shear layer appears to flap whereas in the downstream portion ($0 < x/L < 1$) it rolls up into a single vortex. As the vortex is convected downstream along the cavity opening, it grows
and when it reaches the downstream edge, it splits in two parts: one part is captured by the cavity while the other part escapes from it. The splitting mechanism is not very clear mainly because the area under the edge is not correctly illuminated by the laser.

**Acoustic mode H1**  The phase averaged velocity and vorticity fields are given in figure 7 for $U_\infty = 46.3$ m/s. During an acoustic cycle, a single vortex is generated as in the previous case. In fact, the 7.4 m/s and the 46.3 m/s cases are very similar even if the nature of the resonant acoustic mechanism is different: periodic compression of the fluid inside the cavity in the former case as opposed to a standing acoustic wave in the second case. For both velocities however the predominant instability in the shear layer is the first hydrodynamic mode.

**Second shear layer mode**  
**Acoustic mode AZ1H1**  The phase averaged velocity and vorticity fields are given in figure 8. The dynamics is less clear than for the two velocities formerly presented where the shear layer was rolling up into one single vortex per acoustic cycle. Here instead, it seems to roll-up into two smaller vortices. The flapping noticed for the first hydrodynamic mode is not discernible here. Furthermore, the air does not appear to enter into the cavity, not even near the downstream edge.

**Acoustic mode H3**  In figure 9 the phase averaged velocity and vorticity fields are reported. During an acoustic cycle, two vortices are generated in the shear layer. From the velocity fields, the rolling-up appears to take place in the first half of the orifice, sooner than when the shear layer mode I is dominant. Again, the flow does not seem to enter into the cavity at any phase of the cycle. The main difference between AZ1H1 and H3 is the phase of the velocity fields: the $\phi = 180^\circ$ for a flow speed of 48.4 m/s corresponds to the $\phi = 0^\circ$ at 51.5 m/s. This change of phase is due to the position of the microphone (figure 5): the acoustic oscillations at the opening are in phase with the fluctuations at the microphone location for the mode AZ1H1 and out of phase for the mode H3.

**Acoustic power**  In this section vortex sound theory [17] is applied to the opening region for the baseline orifice (L45EU). In Howe’s acoustic analogy, the Coriolis density forces $\rho_0 \vec{w} \times \vec{u}$ are identified as the principal source of sound. The acoustic power generated by the vortical field $\Pi$ can be calculated by Howe’s integral

$$\Pi = -\rho_0 \int \left( \frac{\vec{u} \times \vec{v}}{V} \right) \cdot \vec{u}_{acoust} \, dV$$  \hspace{1cm} (1)

which states that the $\Pi$ is proportional to the triple $\vec{u}_{acoust} \cdot \left( \frac{\vec{w}}{V} \times \vec{u}\right)$.

The velocity and the vorticity fields were extracted from the PIV data and the particle velocity numerically from the WEM simulation. An important assumption in the development followed is that the hydrodynamic and to acoustic fields can be computed independently. This assumption is motivated by the fact that the orifice, i.e the region where the acoustics is generated, is compact compared to the acoustic wavelengths.
Computation of the acoustic particle velocity

As seen in the companion paper, the acoustic simulation gives a complex pressure field whose amplitude depends on the intensity of the monopole source. In order to scale the pressure, the experimental data acquired with a flush-mounted microphone was used. It is assumed that the pressure inside the cavity has a simple harmonic behaviour. This assumption is good for strongly resonant states. Therefore, the pressure $P\text{acoust} \left(x, y, z, t\right)$ at any point inside the cavity $(x, y, z)$ and at any moment of time $(t)$ can be expressed as:

$$P\text{acoust}(x, y, z, t) = \text{cst}\, P\text{WEM}(x, y, z, f\text{acoust}) \sin(2\pi f\text{acoust} \, t)$$  

where, $P\text{WEM}$ is the pressure from the numerical simulation, $f\text{acoust}$ is the frequency of the dominant acoustic mode during the experimental testing and $\text{cst}$ a constant necessary to match the experimental pressure measurements. The calculation of the particle velocity field was done by integrating the linearized Euler momentum equation:

$$\rho_0 \frac{\partial \vec{u}\text{acoust}}{\partial t} + \nabla P\text{acoust} = 0$$  

(3)

The integration is straightforward because the field is time harmonic. As an example, pressure and velocity fields in the orifice region are given in figure 10 for the modes H1, AZ1H1 and H3. The area of interest for this study is delimited by a rectangle. Even if inside the cavity the acoustic modes have very different shapes (figure 5), locally, around the opening the acoustic velocity fields are very similar for the three cases (figure 10).

Time-averaged acoustic power

Three free stream velocities were chosen for the study: 46.3, 48.4 and 51.5 m/s. These velocities correspond respectively to the first shear layer mode (SL1) locked-on with the first longitudinal mode (H1), the second shear layer mode (SL2) exciting the first azimuthal-longitudinal mode (AZ1H1) and the second shear layer mode (SL2) amplified by the third longitudinal mode H3. The shape of these three acoustic modes is displayed in
FIGURE 7: Phase-averaged velocity (left) and vorticity (right) fields at the opening of the cavity. Four phases are given: 0°, 90°, 180° and 270°. Flow speed 46.3 m/s. Predominant shear layer mode: SL1. Predominant acoustic mode: the first longitudinal resonance (H1).

FIGURE 8: Phase-averaged velocity (left) and vorticity (right) fields at the opening of the cavity. Four phases are given: 0°, 90°, 180° and 270°. Flow speed 48.4 m/s. Predominant shear layer mode: SL2. Predominant acoustic mode: AZ1H1.

The instantaneous acoustic power was found for 8 different phases by computing the integrand of equation 1. This intermediate result, even if essential for understanding of the sound production, is not presented here for sake of brevity.

The acoustic power generated by the vortices in the orifice region over an entire acoustic period can be obtained by averaging the computed instantaneous acoustic powers:

$$<\Pi> = -\rho_0 \int \bar{u}_{acoust} \cdot (\bar{w} \times \bar{u}) \, dV$$  \hspace{1cm} (4)

where $$<>$$ denotes the time averaging over one period of oscillation.

The net acoustic energy $E = <\Pi> / f$ produced by a free stream during an acoustic cycle of 46.3 m/s (SL1-H1) is given in figure 11(a). The spatial distribution of the acoustic energy is characterized by a distinct source-sink pair. This corresponds to the fact that when the first shear layer mode predominates, a single large-scale vortex is generated during an acoustic period.

The two cases for which the second shear layer mode is dominant are presented in figure 11(b) and 11(c). It is interesting to observe the degree of similarity between these two patterns: two source-sink pairs are found above the opening. Again, the shear layer rolling up into large-scale vortices generates this pattern: the second shear layer mode produces two vortices during an acoustic cycle. Oshkai et al. [18] (alternatively Velikorodny et al. [19]) also reported two source-sink pairs when calculating the acoustic power for coaxial side branches for a dominant second shear layer mode. The major difference between both cases is the sign of the source-sink pairs. It is important to say that the sign of the computed acoustic power depends on the origin of the time axis. The determination of the phase of each PIV realization was done with reference to the pressure measured with the microphone at the upstream wall of the cavity. Therefore the acoustic pressure fluctuations in the orifice region (upstream) are in phase with the fluctuations recorded by the microphone for the AZ1H1 case and out of phase when H3 is dominant (figure 5 b, c).

CONCLUSIONS

A cylindrical Helmholtz resonator was experimentally studied by wall pressure measurements and 2D PIV. The designed experiment allows different resonant modes to be excited depending on both flow speed and orifice location.

At low flow speeds, the Helmholtz resonance was found to be excited by the first shear layer hydrodynamic mode at the frequency predicted by an improved
Helmholtz resonance formulation.

For higher velocities, lock-on between the first two shear layer hydrodynamic modes and different eigen-modes of the cavity was observed. The location of the cavity’s opening was found to be a major factor in determining which acoustic mode is excited. Specifically, a combination mode (azimuthal and longitudinal) was found to generate lock-on only when the opening was located off-center. This was ascribed to the fact that the main axis of the cavity is a pressure node for the first azimuthal mode.

The dynamics of the shear layer were then explored through PIV measurements for four flow speeds corresponding to strongly resonant cases. Phase averaged PIV allowed the coherent structures present in the shear layer to be examined and the interaction between the cavity resonances and the shear layer to be analysed. The first hydrodynamic mode is characterized by a flapping movement in the upstream portion of the resonator’s opening and by the rolling up of the shear layer in a single vortex in the downstream portion of the orifice. The number of vortices generated per acoustic cycle increases to two when the second hydrodynamic instability becomes dominant. This observation is consistent with previous studies. The experimental results show that the order of the dominant acoustic resonant mode does not affect the organization of the shear layer. A possible explanation is that in the opening region, the acoustic velocity fields are similar.

The vortex sound theory of Howe was applied in order to characterize the energy transfer mechanisms on the orifice region. The velocity and the vorticity fields were extracted from the PIV data and the particle velocity was calculated using a Wave Expansion Method (WEM) simulation. Three different flow conditions generating acoustic resonance were analysed. For each case, the acoustic sources were localized revealing that the spacial organization of the sound production depends exclusively on the predominant shear layer hydrodynamic mode.
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FIGURE 9: Phase-averaged velocity (left) and vorticity (right) fields at the opening of the cavity. Four phases are given: 0°, 90°, 180° and 270°. Flow speed 51.5 m/s. Predominant shear layer mode: Sl2. Predominant acoustic mode: the third longitudinal resonance (H3).

FIGURE 10: Acoustic pressure field $P_{acoust}$ (left), acoustic velocity field $\vec{u}_{acoust}$ in green and streamlines in blue (right) at the orifice region calculated with the WEM simulation and scaled by the experimental data. From top to bottom: H1, AZ1H1 and H3. Pressure fields are given at $\phi = 90^\circ$ whereas velocity fields at $\phi = 0^\circ$. 

FIGURE 11: Distribution of the net acoustic energy generated per acoustic cycle on the orifice. (a): 46.3 m/s, SL1-H1. (b): 48.4 m/s, SL2-AZ1H1. (c): 51.5 m/s, SL2-H3.
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ABSTRACT
An experimental study is conducted in the near wake of a circular cylinder with a single, large-scale spanwise protrusion on its surface. In a range of Reynolds numbers, 5,000 ≤ ReD ≤ 15,000, varying the angular location θ of the protrusion, the critical angles for its implementation are investigated via hot-film anemometry. Emphasis was on the question if critical states, defined in previous findings [6-8], exist when the ReD is varied in the subcritical range.

For each ReD, two critical θ are shown to exist. The peak amplitude of velocity spectra significantly attenuates when the protrusion is at the first critical angle θc1, whereas it amplifies at the second critical angle θc2.

Time traces of velocity show notable irregularities at θc1. Hydrogen-bubble visualization at θc1 depict recurrent occurrence of periods during which no order or rhythm is detectable in vortex shedding, and times when the regular Karman shedding resumes. During the times when coherency of Karman shedding is disrupted at θc1, the near-wake bubble significantly extends.

NOMENCLATURE

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>d</td>
<td>Diameter of the surface wire</td>
</tr>
<tr>
<td>D</td>
<td>Diameter of the cylinder</td>
</tr>
<tr>
<td>f</td>
<td>Frequency</td>
</tr>
<tr>
<td>fK</td>
<td>Characteristic Karman frequency</td>
</tr>
<tr>
<td>fL</td>
<td>Low frequency</td>
</tr>
<tr>
<td>L</td>
<td>Length along the wetted span of the cylinder</td>
</tr>
<tr>
<td>ReD</td>
<td>Reynolds number based on the cylinder diameter</td>
</tr>
<tr>
<td>St</td>
<td>Strouhal number</td>
</tr>
<tr>
<td>Su</td>
<td>Autospectral density of streamwise velocity component</td>
</tr>
<tr>
<td>δ</td>
<td>Boundary-layer thickness</td>
</tr>
<tr>
<td>θ</td>
<td>Angular position of the wire from the forward stagnation point of the cylinder, in degrees</td>
</tr>
<tr>
<td>θc1</td>
<td>First critical angle</td>
</tr>
<tr>
<td>θc2</td>
<td>Second critical angle</td>
</tr>
<tr>
<td>t</td>
<td>Time</td>
</tr>
<tr>
<td>u</td>
<td>Streamwise velocity component</td>
</tr>
<tr>
<td>U∞</td>
<td>Free-stream velocity</td>
</tr>
<tr>
<td><em>&lt;</em>&gt;</td>
<td>Time-averaged value of *</td>
</tr>
</tbody>
</table>

INTRODUCTION
Certain forms of protrusions, such as helical strakes and helical ribs, staggered separation wires, and fairings, have been widely employed in many applications of wind and ocean engineering on cylindrical or near-cylindrical structures to suppress or at least subdue the intensity of vortex-induced vibrations [1,2]. Among these protrusions, helical patterns are the most commonly employed, owing to their proven success in suppression. Previous research has shown that the effectiveness of suppression for helical protrusions alters with the number, pitch and size of the protrusion(s) [2]. However, the reason why certain helical configurations optimize the suppression under certain conditions, while other helical configurations turn out to be detrimental, has remained unresolved. At this point, little is understood with regard to the basic physics involved, despite the physical importance. This is mostly because the three-dimensionality of helical protrusions increases the complexity of the associated flow phenomena. In search of a physical understanding, a number of investigators have turned their attention to two-dimensional models with spanwise (straight) surface protrusion.

Previous related research on stationary cylinders with spanwise protrusions in the subcritical flow regime have shown strong dependence of the vortex shedding frequency, and the mean drag and lift loads on the wire size [3-6], the wire location θ [4-8], and the Reynolds number [3,5]. (Conventionally, θ values on a cylinder are
measured from its forward stagnation point.) A single spanwise wire was found to affect the shedding frequency of Karman vortices from a circular cylinder only when the wire, on the cylinder surface, is located over a certain range of angular locations \( \theta \). Within this range of \( \theta \), shedding frequency was found to typically show a gradual decrease and then an increase as \( \theta \) is increased [5-7].

Recently, Ekmekci (2006) and Ekmekci & Rockwell (2010, 2011) provided an in-depth quantitative insight into the effects induced by a single wire, glued spanwise on the outer surface of a circular cylinder, utilizing the cinema technique of Particle Image Velocimetry (PIV) [6-8]. On the cylinder surface, they revealed two angular locations \( \theta \) that are critical for the implementation of a surface wire. When the wire is attached at those critical angles, either the most significant extension or the most significant contraction occurred in the streamwise length of the near-wake bubble. Ekmekci & Rockwell (2011) has shown that these critical angles depend on the scale of the wire: the smaller the wire, the larger the critical angles [8]. Ekmekci (2006) and Ekmekci & Rockwell (2010, 2011) also reported bistable oscillations of the shear layer between two separation modes when the wire is located at the critical angle that yields the maximum near-wake extension [6-8]. One separation mode involved shear-layer reattachment and the other mode involved no reattachment after the separation of the flow at the wire. Bistable oscillations of the shear layer between these two modes have been shown to involve broad frequencies, centered around a value that is one order of magnitude smaller than the characteristic Karman frequency. This broad low frequency was found to be predominant in the vicinity of separation toward the surface wire [6,7]. As a major breakthrough, Ekmekci & Rockwell (2010) has shown for the first time that, in specific cases, a spanwise wire can attenuate the Karman instability when attached at the critical angle associated with the maximum near-wake extension; while, it can significantly intensify the Karman instability when attached at the critical angle correlated with the maximum near-wake contraction [6,7].

In the works of Ekmekci (2006) and Ekmekci & Rockwell (2010, 2011), consideration was given to wires having wire-to-cylinder-diameter ratio \( d/D \) of 0.029, 0.012 and 0.005 at a fixed Reynolds number of 10,000. The present investigation evaluates the effect of a much larger-size wire, having \( d/D = 0.059 \), over a range of Reynolds numbers from 5,000 to 15,000. The purpose here is to investigate the Reynolds number dependence of the effects of a large-scale spanwise wire. A major issue is whether analogous changes in flow can be induced when the Reynolds number is varied in the subcritical regime.

**EXPERIMENTAL SETUP AND METHODOLOGY**

Experiments were conducted in a free-surface water channel, located at the University of Toronto. Through its recirculating design, the water channel provided continuous flow in the horizontal direction along its 5,000-mm-long test section. The wetted cross-section of the main test section had a width of 680 mm and a height of 670 mm. The test-section walls were made of Plexiglas material to allow optical access to the flow. Prior to the test-section inlet, flow passed through a settling chamber, composed of a honeycomb and a set of screens, and then a 6:1 contraction to reduce potential non-uniformities in the flow. This arrangement yielded free-stream turbulence intensity of less than 0.3% and a flow uniformity better than 0.3%.

In each experiment, a circular wire, made of nylon fishing line, was stretched tight and glued on the outer surface of a circular cylinder, parallel to its span. The wires in consideration had diameters \( d = 1.48 \) mm and 3.0 mm, and the main cylinder had a diameter \( D = 50.8 \) mm, producing two different experimental configurations having wire-to-cylinder-diameter ratios of \( d/D = 0.029 \) and 0.059. Each cylinder-wire model was set up in the vertical orientation on a rectangular endplate within the water channel. All arrangements had an aspect ratio of \( L/D = 12.3 \). The wire was placed on the surface of the main cylinder at various angular locations, ranging from \( \theta = 0^\circ \) to \( 180^\circ \) with respect to the forward stagnation point of the cylinder. To change the angular location of the wire on the cylinder, the cylinder-wire arrangement was simply rotated around the longitudinal axis of the cylinder. During the course of investigation, time traces of the streamwise velocity component \( u \) was measured through hot-film anemometry at \( Re_D = 5,000, 10,000 \) and 15,000, based on the main cylinder diameter. The hot-film probe, in these measurements, was placed 3D downstream and 2.5D lateral to the cylinder axis on the wire side of the wake. It gave 8,192 discrete streamwise velocity signals at an acquisition rate of 50 Hz. Autorspectral density \( S_\omega \) of the streamwise velocity was then calculated using fast Fourier transformation. Long-time visualization of streaklines in the near-wake was carried out with the hydrogen bubble technique at \( Re_D = 10,000 \) over the range of \( \theta \).

**RESULTS AND DISCUSSIONS**

**Comparison with Previous Findings**

Before discussing the results of the present paper, we would like to point out two key findings, taken from Ekmekci and Ekmekci & Rockwell [6-8], presented herein in Figures 1 and 2.

Figure 1 shows the contour patterns of the time-averaged streamwise velocity \( \langle u \rangle/U_\infty \), obtained from PIV measurements in the near-wake of a circular cylinder with a spanwise wire, having wire-to-cylinder-diameter ratio \( d/D = 0.029 \) at \( Re_D = 10,000 \). This wire had a scale larger than the thickness of the boundary layer forming around a smooth cylinder, and hence, was referred to as a large-scale wire. In Figure 1, the dashed contour lines distinguish the pockets of negative streamwise velocity in the near wake, i.e., the near-wake bubble. \( \langle u \rangle/U_\infty \) patterns in Figure 1 show a gradual variation in the streamwise length of the near-wake bubble as a function of \( \theta \).
FIGURE 1: PATTERNS OF TIME-AVERAGED STREAMWISE VELOCITY $\langle u \rangle / U_o$ CONTOURS FOR THE WIRE WITH $d/D = 0.029$ AT $Re_D = 10,000$. ANGULAR POSITION OF THE WIRE RANGE FROM $\theta = 40^\circ$ TO $\theta = 120^\circ$. MINIMUM AND INCREMENTAL VALUES ARE AS FOLLOWS: $\langle u \rangle / U_o \mid_{\text{min}} = 0.04$ AND $\Delta \langle u \rangle / U_o = 0.04$. FIGURE IS TAKEN FROM EKMEKCI (2006) AND EKMEKCI & ROCKWELL (2011).

FIGURE 2: AUTOSPECTRAL DENSITY $S_u(f)$ OF THE STREAMWISE VELOCITY FLUCTUATIONS OVER SEVERAL POINTS IN THE NEAR WAKE FOR THE CRITICAL SURFACE WIRE LOCATIONS $\theta_{c1} = 55^\circ$ AND $\theta_{c2} = 65^\circ$, AND THE REFERENCE CASE AT $\theta = 120^\circ$ ($d/D = 0.029$, $Re_D = 10,000$). FIGURE IS TAKEN FROM EKMEKCI (2006) AND EKMEKCI & ROCKWELL (2010).
Based on the length of the near-wake bubbles, Ekmekci and Rockwell [6,7] distinguished two angular locations on the cylinder surface as being critical for the implementation of this surface wire. The angular location that yields the largest extension of the near wake was denoted as the first critical angle $\theta_{c1}$, whereas the one leading to the most significant contraction of the near wake was discerned as the second critical angle $\theta_{c2}$. These critical angles were determined to be $\theta = 55^\circ$ and $\theta = 65^\circ$ for the large-scale wire with $d/D = 0.029$ at $Re_D = 10,000$ [6-8].

Figure 2, taken from Ekmekci (2006) and Ekmekci & Rockwell (2010), shows how the autospectral density $S_u(f)$ of the streamwise velocity component varies over a number of points in the near wake for the two critical angles $\theta_{c1} = 55^\circ$ and $\theta_{c2} = 65^\circ$ of the wire with $d/D = 0.029$ at $Re_D = 10,000$. The $S_u(f)$ variation for $\theta = 120^\circ$ is also included in the figure as a reference case for comparison, since the influence of a wire when placed in the base region was found to be insignificant [5-7]. The locations where the spectra are displayed in the near wake are marked by arrows for each case on a corresponding pattern of time-averaged vorticity. The reference case ($\theta = 120^\circ$) shows at all points a pronounced spectral peak at the characteristic Karman frequency, which is designated as $f_K$ in the figure. The critical states, on the other hand, reveal some unexpected features [6,7]: Firstly, at the critical angle associated with the maximum near-wake extension, i.e., at $\theta_{c1}$, the large-scale wire considerably attenuates the spectral amplitude at $f_K$. On the other hand, at the critical angle associated with the significant near-wake contraction, i.e., at $\theta_{c2}$, the spectral amplitude at $f_K$ is increased. Comparison of the spectral amplitudes at $f_K$ for $\theta_{c1}$ and $\theta_{c2}$ with the reference case at $\theta = 120^\circ$ in Figure 2 clearly shows their attenuation and the amplification at $\theta_{c1}$ and $\theta_{c2}$, respectively. Secondly, for the critical state of near-wake extension (encountered at $\theta_{c1}$), a broad spectral peak with a low value of center frequency, designated as $f_s$, is found to be predominant especially near the separation region from the wire. Note that the upper shear layer in Figure 2 corresponds to the wire-side shear layer. With increasing distance from the location of separation, the peak at $f_s$ gradually diminishes. The physical origin of the broad, low-frequency fluctuations centered at $f_s$ near the separation region from the wire has been revealed to be associated with bistable switching of the shear layer between two separation modes: one involving the reattachment and the other involving no reattachment of the shear layer after the separation at the wire.

Ekmekci and Rockwell [6-8] studied the effects of a large-scale wire ($d/D = 0.029$) as well as small-scale wires ($d/D = 0.012$ and 0.005) at a fixed Reynolds number of 10,000, using the cinema technique of PIV. Space-time imaging of velocity fluctuations through this non-intrusive optical technique provided immense insight into the underlying flow physics. Consideration was not given to Reynolds number dependence at those studies, and the present investigation questions this point, employing hot-film measurements of velocity at a single point and hydrogen bubble visualization in the wake region. PIV technique used in the studies of Ekmekci and Rockwell [6-8] allowed the acquisition of 200 image pairs at a rate of 15 Hz; whereas, the hot-film measurements in the present investigation provided 8,192 data points at a rate of 50 Hz. Longer-time records of velocity signals with much higher acquisition rate attainable through the hot-film velocimetry as well as longer-time records of streakline patterns through the hydrogen bubble visualization can further our understanding in this realm.

Before assessment of the Reynolds number effect, the present study first compares the spectral trends of the streamwise velocity fluctuations with the previous spectral findings [6,7] at $Re_D = 10,000$ for the same large-scale spanwise wire with $d/D = 0.029$.

![Figure 3: Autospectral Density $S_u$ of the Streamwise Velocity Component for $d/D = 0.029$ at $Re_D = 10,000$ Are Shown for Different Angular Positions $\theta$ of the Wire. Herein, the Value of the Predominant Strouhal Number $St$ Are Also Indicated for Each $\theta$. (St Axis Is Plotted in Log Scale.)](image)

Figure 3 shows the autospectral density $S_u$ of the streamwise velocity fluctuations for the large-scale wire with $d/D = 0.029$ at $Re_D = 10,000$ (same conditions as in [6,7]), obtained from hot-film velocity measurements at a point on the wire-side of the wake. This point was located a distance of $3D$ downstream and $2.5D$ lateral from the cylinder center. During the course of hot-film...
measurements, the angular position of the wire was varied to a number of $\theta$ values. Especially near the critical states, the $\theta$ increments were selected to be 2°. As $\theta$ of the wire was increased starting from 0°, significant attenuation of the spectral amplitude at Karman frequency $f_K$ was observed at $\theta$ values near 48°. It, therefore, was concluded that $\theta = 48^\circ$ corresponds to the first critical angle $\theta_{c1}$ defined by Ekmekci (2006) and Ekmekci & Rockwell (2010). After 48°, as the value of $\theta$ increased, the peak spectral amplitude was observed to increase, finally reaching the highest amplitude at $\theta = 58^\circ$. Therefore, $\theta = 58^\circ$ was determined to be the second critical angle $\theta_{c2}$, after which an increase in $\theta$, resulted in a gradual decrease of the peak amplitude of $S_\theta$ to the levels observed at $\theta = 100^\circ$ and 180°, i.e., the cases where the wire is in the base of the cylinder, showing no significant influence on the wake.

The first thing to be noticed when the findings of the present study thus far are compared with those of the previous published literature is that Ekmekci and Rockwell reported higher values of critical angles ($\theta_{c1} = 55^\circ$ and $\theta_{c2} = 65^\circ$, as shown in Figure 2), compared to those found in the present study ($\theta_{c1} = 48^\circ$ and $\theta_{c2} = 58^\circ$). This difference in the exact values of the critical angles between the two studies might arise due to a number of reasons: First of all, the experiments were conducted in different water channel facilities, having dissimilar free stream turbulence characteristics, which might affect the values of the critical $\theta$. Secondly, both studies measure the angular location $\theta$ of the wire referencing the forward stagnation point of the cylinder. Since this stagnation point was determined merely through visual investigation, it is estimated that both studies had approx. ±4° human error in the determination of its location. Also, Ekmekci and Rockwell studied $\theta$ variation in coarser (5°) increments. Despite the difference in exact values of the critical angles, however, the overall variation trend of the peak spectral amplitudes of velocity fluctuations, and the significant attenuation of the spectral amplitude at a critical angle and the intensification of it at a second critical angle are all in accord with the observations reported by Ekmekci and Rockwell [6,7].

Another point is that, in Figure 3, the velocity spectra at the first critical angle $\theta_{c1} = 48^\circ$ does not show a significantly pronounced peak at low frequencies. This is, in fact, expected, because the low frequency fluctuations were detected to be pronounced toward the separation region close to the wire as shown in Figure 2 [6,7]. The location of the hot-film probe (3D downstream and 2.5D lateral from the cylinder center) is far downstream of the separation region to detect prominently the frequencies related to the bistable shear-layer oscillations reported by Ekmekci and Rockwell [6,7].

In Figure 3, the predominant frequency of velocity fluctuations are also indicated in terms of Strouhal number ($St$) in each $S_\theta$ plot. These values vary depending on $\theta$. Figure 4 presents this variation over a wide range of $\theta$. The crater-like trend, observed in Figure 4, is in perfect agreement with the findings of Nebes & Batill (1993) and Ekmekci & Rockwell (2010).

**FIGURE 4:** VARIATION OF THE PREVAILING STROUHAL NUMBER ($St$) OF VELOCITY FLUCTUATIONS WITH THE ANGULAR POSITION ($\theta$) OF THE WIRE; $d/D = 0.029$, $Re_D = 10,000$.

When compared to related findings in the literature, it can be concluded from all the discussions so far that hot-film measurements can provide a means to determine the critical flow states.

**Effect of the Reynolds Number**

Now, we would like to turn our attention to the effects of a much larger-size wire, having $d/D = 0.059$ and question if similar critical states can be observed at varying Reynolds numbers. Consideration is given to a Reynolds number range from $Re_D = 5,000$ to 15,000.

Prior to any further discussion, let’s identify the scale of the wire that has $d/D = 0.059$. In Figure 5, the size of this wire ($d/D$) is compared to the thickness of the boundary layer ($\delta/D$) developing around a smooth cylinder at $Re_D = 5,000$ and 10,000. The laminar boundary-layer thickness around smooth cylinders, therein, are estimated based on the Blasius method described by Schlichting [9]. These calculations required the acquisition of the surface pressure distribution around a smooth cylinder. This was achieved using a pressure tap, connected to a pressure transducer, on the model and rotating the cylinder around its axis to vary the angular location of the tap. The plot in Figure 5 clearly shows that at those $Re_D$ (as well as higher $Re_D$ values), the wire is always larger than $\delta/D$ at all circumferential locations between 10° to 75°. Hence, the wire with $d/D = 0.059$ is a large-scale wire over the $Re_D$ range studied in the present investigation.
FIGURE 5: WIRE SCALE \((d/D)\) COMPARED TO THE BOUNDARY LAYER THICKNESS \((\delta/D)\), FORMING AROUND A SMOOTH CYLINDER AT \(Re_D = 5,000\) AND \(10,000\).

For the cylinder with this large-scale spanwise wire, Figure 6 shows the autospectral density \(S_u\) of the streamwise velocity fluctuations, determined through the hot-film measurements, for \(Re_D = 5,000\) in the first column, \(Re_D = 10,000\) in the second column, and \(Re_D = 15,000\) in the third column. For all the Reynolds numbers investigated herein, as the angular location \(\theta\) of the wire is increased, a critical \(\theta\) producing significant attenuation of the spectral amplitude at the Karman frequency is encountered. The second row in Figure 6 presents the spectra at this first critical angle for each \(Re_D\). After this critical position \((\theta_{c1})\) of the wire, as the value of \(\theta\) is increased further, the spectral amplitude increases, eventually resulting in the highest spectral peak at the second critical angle \(\theta_{c2}\). The spectra associated with this second critical angle are given in the third row for each \(Re_D\). Past the second critical angle \(\theta_{c2}\), the spectral amplitude of the Karman instability gradually decreased to moderate levels, as observed at \(\theta = 180^\circ\), which was shown to have no detectable effect on the flow [5-7]. This trend is in accord with the previous observations found when the large-scale wire having \(d/D = 0.029\) was used at a fixed Reynolds number of 10,000.

At this point, one can conclude that the critical angular locations \(\theta_{c1}\) and \(\theta_{c2}\) exist for all the subcritical Reynolds numbers studied herein. The value of \(\theta_{c1}\) changes markedly depending on \(Re_D\). However, the change in \(\theta_{c2}\) is not notable.

It should be emphasized here that since the location of the stagnation point, that is, the reference for the measurements of \(\theta\), on the cylinder surface was determined visually, the exact values of \(\theta\) might contain a certain level of human error. Therefore, for increased accuracy of the exact values of the critical angles, one should determine the stagnation point for each experiment with increased precision. Nevertheless, the experiments in this investigation provides valuable preliminary understanding of the Reynolds number effect.

In addition, previous studies has shown that the wake width changes as a function of the angular location \(\theta\) of the wire [5,6]. Depending on \(\theta\), a decrease or increase of the distance between the hot-film probe and the shed vortices behind the cylinder would cause a change in the strength of the signals. However, the global velocity spectra (from [6,7]), as shown in Figure 2, suggests that an attenuation and amplification in velocity fluctuations physically exist when the wire is at the critical locations \(\theta_{c1}\) and \(\theta_{c2}\), respectively.

FIGURE 6: AUTOSPECTRAL DENSITY \(S_u\) OF THE STREAMWISE VELOCITY COMPONENT FOR \(d/D = 0.059\) AT \(Re_D = 5,000\) TO 15,000 FOR DIFFERENT ANGULAR POSITIONS \((\theta)\) OF THE WIRE. THE PREDOMINANT STROUHAL NUMBER \((St)\) ARE INDICATED FOR EACH \(\theta\). \((St AXIS IS PLOTTED IN LOG SCALE.)\)

Unsteady Characteristics of the Near Wake
In Figure 7, for the case of $d/D = 0.059$ at $Re_D = 10,000$, the time traces of the streamwise velocity component are presented. These time traces directly correspond to the velocity data of the spectra provided in Figure 6.

Figure 7 clearly depicts what was observed previously by Ekmekci and Rockwell [6-8]: the velocity fluctuations lose their ordered periodicity, exhibiting large amount of irregularities at the first critical angle $\theta_{c1}$, compared to the velocity signals at other angular locations of the wire.

In Figure 8, representative streakline images, from the hydrogen bubble visualization, are provided at the two critical angles ($\theta_{c1}$ and $\theta_{c2}$) and at the reference case of $\theta = 180^\circ$ for $d/D = 0.059$ at $Re_D = 10,000$. Inspection of the long-time records of the hydrogen-bubble-visualization images at the first critical angle $\theta_{c1}$ shows that there are recurrent periods during which no indication of rhythmic development of clusters are evident, that is, ordered and consistent shedding of Karman vortices are not detected, and there are times when the regular shedding resumes again. Representative streaklines are provided in Figure 8 (a) and (b) from the times when the regular shedding of Karman vortices ceases and times when it resumes, respectively. In short-time movies (13.3 s long) obtained from PIV imaging, Ekmekci and Rockwell [6, 7] showed clearly the attenuation phase of the Karman vortex shedding. This animation is available online in Ekmekci & Rockwell (2010). Figure 8 (a) shows that, at the first critical angle, when the coherent formation of Karman vortex shedding is disrupted, significant extension in the streamwise length of the near-wake bubble arises. This explains the reason why maximum near-wake extension was observed at $\theta_{c1}$ in the time-averaged patterns, given in Figure 1. Figure 8 (c) clearly depicts that the wire at the second critical angle $\theta_{c2}$ brings about contraction in the streamwise length of the near-wake bubble. This same observation (maximum near-wake contraction) at $\theta_{c2}$ was reported by Ekmekci and Rockwell [6-8], as shown in the time-averaged $<u>/U_o$ pattern in Figure 1.

All the observations presented in this investigation not only correlates well with the findings of the previous pertinent investigations but also provides further understanding on the effects of a spanwise protrusion on the flow past a circular cylinder.

**FIGURE 7:** TIME TRACES OF STREAMWISE VELOCITY COMPONENT $u$ FOR $d/D = 0.059$ AT $Re_D = 10,000$. HOT-FILM PROBE IS LOCATED $3D$ DOWNSTREAM AND $2.5D$ LATERAL FROM THE CYLINDER CENTER.
CONCLUDING REMARKS

The scope of the investigation is to evaluate the effects of a single spanwise protrusion on the flow past a circular cylinder. Consideration is given to protrusions (wires) having larger scales than the thickness of the unperturbed boundary layer forming around a smooth cylinder. The study involved varying the value of the Reynolds number over the subcritical range from \( Re_D = 5,000 \) to \( 15,000 \) and evaluating if critical states exist.

Hot-film velocimetry provided means to determine the critical angular locations of the wire. It has been found that over the range of Reynolds numbers, for the application of the wire, two critical angular locations exist on the cylinder surface for each \( Re_D \). The first critical angle \( \theta_{c1} \) results in significant attenuation of the spectral amplitudes of velocity fluctuations; whereas, the second critical angle \( \theta_{c2} \) leads to an amplification. Time traces of velocity fluctuations also confirm large amount of irregularities at \( \theta_{c1} \).

Long-time records of hydrogen-bubble-visualization images show at the first critical angle \( \theta_{c1} \) repeated appearance of periods with no detectable order in Karman vortex shedding and periods with regular formation of Karman shedding. At times when the coherent formation of Karman vortex shedding is disrupted at \( \theta_{c1} \), a significant amount of extension in the streamwise length of the near-wake bubble arises. This results in a significant amount of extension in the time-averaged near-wake bubble, which was reported previously in [6-8]. When the wire is at the second critical angle, a contraction in the streamwise length of the near-wake bubble is apparent from the streakline patterns of hydrogen bubble visualization.
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ABSTRACT

The issue of global climate change and the growing energy demand induce a need for innovative energy harvesting devices. The possibility to harvest energy using VIV of a long tensioned cable or of an elastically-mounted rigid cylinder is investigated throughout this paper. A simple wake-oscillator model is used to represent the major characteristics of the complex dynamics of such structures. The optimal efficiency of the two devices are similar and are reached when the solid and its fluctuating wake are in lock-in condition. The sensitivity of the optima of such energy harvesters with flow velocity is also discussed.

INTRODUCTION

Geophysical flows represent a widely available source of clean energy, useful to tackle the global energy demand using for example wind turbines, marine turbines or wave energy converters.

An original way to extract energy from these flows is to take advantage of flow-induced vibrations, reviewed for example in Ref. [1]. For instance, several devices based on fluid-elastic instabilities like transverse galloping or flutter have already been introduced in Refs. [2–5]. Another kind of flow-induced oscillations that can be useful to harvest energy from a flow is the vortex-induced vibrations (VIV) of a bluff body [6]. The strong coupling between a solid and its fluctuating wake may lead to a lock-in phenomenon between the solid dynamics and the vortex shedding, resulting in high amplitude oscillations, that can be used for energy harvesting [7, 8].

Yet, the energy density in geophysical flows is small, and large systems are required in order to harvest significant amount of energy. Besides, VIV of long cables like oil rigs anchors or risers have been extensively investigated since they are of capital importance for offshore industry [9]. The possibility to harvest energy from a flow using VIV of long tensioned cables is consequently studied in this paper [10].

Extensive experimental and numerical analysis have shown that the dynamics of slender structures in VIV are very rich and complex [11–13]. The most important features of these dynamics (frequencies, wavenumbers) are however well predicted by a simple wake oscillator approach [14–16]. This approach is used in the present paper to investigate the energy harvesting using VIV of long tensioned cables.

In a first section, the model is presented and the generic case of energy extraction using VIV of an elastically-mounted short rigid cylinder is analyzed. Energy harvesting using VIV of an infinite tensioned cable is investigated in a second section.

THE ELASTICALLY-MOUNTED RIGID CYLINDER

The energy harvesting from an elastically-mounted rigid cylinder VIV is first investigated, see Fig. 1. The fluid density and velocity are respectively noted \( \rho \) and \( U \), while \( D \) and \( m_s \) stand for the rigid cylinder diameter and mass per unit length. Let also \( r \) and \( h \) be the damping and stiffness coefficients of the elastic support.

‘ Address all correspondence to this author.
The fluid-solid model for energy harvesting

The cross-flow displacement $Y$ of the cylinder is described by

$$m_t \frac{\partial^2 Y}{\partial T^2} + (r + r_a) \frac{\partial Y}{\partial T} + hY = F_{\text{wake}},$$

where $m_t = m_i + m_a$, $m_a = \pi \rho D^2 C_{M0}/4$ being the added mass per unit length and $C_{M0}$ the added mass coefficient. The fluid added damping is defined by $r_a = \rho D U C_D/2$, where $C_D$ is the cylinder drag coefficient and $F_{\text{wake}}$ denotes the wake forcing on the body [14]. Two frequencies appear: (i) the natural frequency of the solid in still fluid $\omega_s = \sqrt{h/m_t}$ and (ii) the vortex shedding frequency behind a fixed cylinder, $\omega_f = 2\pi St U/D$, $St$ being the Strouhal number [1]. Using $y = Y/D$ and $t = \omega_f T$, the dimensionless equation for the solid motion reads

$$\ddot{y} + \left( \frac{\xi}{\mu} \right) \dot{y} + \delta^2 y = f_{\text{wake}},$$

where $\delta = \omega_s/\omega_f$ is the frequency ratio and $\xi = r/m_t \omega_f$ the damping coefficient. The dimensionless fluid added damping coefficient $\gamma/\mu$ is defined by the stall parameter $\gamma = C_D/4\pi St$ [17] and the mass ratio $\mu = m_t/\rho D^2$ [14]. As far as the cylinder is concerned, harvesting energy from its motion comes to a loss of energy, which is modelled by the damping term $r \partial Y / \partial T$, or $\xi \dot{y}$ in dimensionless form. The efficiency of such an harvesting device is defined as the ratio between the time-averaged extracted power and the energy flux through the section of the cylinder $\rho DU^2/2$ [3, 8, 10, 18]. In dimensionless form, it reduces to

$$\eta = 16\mu \pi^3 St^3 \langle \xi \dot{y}^2 \rangle.$$  

Following [14], a wake-oscillator approach is used to model $f_{\text{wake}}$. The fluctuating load due to the wake is assumed to be proportional to a fluctuating lift coefficient $q = 2C_L/C_{L0}$, which satisfies a Van der Pol oscillator equation, $C_{L0}$ being a fluctuating lift coefficient. This second equation is then coupled with Eqn. (2) by an inertial forcing to define the fluid-solid model

$$\ddot{y} + \left( \frac{\xi}{\mu} \right) \dot{y} + \delta^2 y = Mq,$$

$$\dot{q} + \varepsilon (q^2 - 1) q + q = A \dot{y},$$

where $\langle \rangle$ denotes derivation with respect to dimensionless time $\tau$, coefficient $M$ being defined as $M = C_{L0}/16\mu \pi^2 St^2$ and $A$ and $\varepsilon$ are parameters based on experiments. In all the paper, the values $A = 12$, $\varepsilon = 0.3$, $C_D = 2$, $C_{L0} = 0.8$, $St = 0.17$, $\mu = 2.79$ and $C_{M0} = 1$ are fixed as in [10, 16], so that $M = 0.06$ and $\gamma/\mu = 0.34$. Equations (4) are integrated using finite differences and the limit cycle is analyzed in terms of efficiency.

Optimal energy harvesting and lock-in

The map of the efficiency as a function of the frequency ratio $\delta$ and the damping coefficient $\xi$ is displayed on Fig. 2.

There is an optimal harvesting configuration leading to maximum efficiency, corresponding to a frequency ratio of $\delta = 0.89$ and a damping coefficient of $\xi = 0.20$. The corresponding optimal efficiency $\eta_{2D}^{opt} = 0.23$ is close to the value found in [7] for a similar system.

The efficiency vanishes for both small and large damping, as expected. For small damping, the amplitude saturates according to the Skop-Griffith diagram [6] and $\eta$ thus varies linearly with $\xi$. On the other hand, large damping inhibits the solid motion leading to an amplitude varying as $1/\xi$ : the efficiency $\eta \propto \xi^2$ consequently also vanishes as $1/\xi$ for large values of $\xi$.

The optimal frequency ratio $\delta = \omega_s/\omega_f = 0.89$ is close to 1, which corresponds to the synchronization of the wake and solid natural frequencies or lock-in [6].
known to lead to high amplitude oscillations. The optimal configuration for energy harvesting from VIV of an elastically-mounted short rigid cylinder corresponds to a lock-in condition for the frequency ratio $\delta$ and a well-balanced value of the damping coefficient, or harvesting intensity, $\xi$.

**THE INFINITE TENSIONED CABLE**

The possibility to harvest energy from a flow using VIV of an infinite tensioned cable is now investigated [10]. The same approach as in the previous section is followed, the vortex-induced vibrations of the structure are modelled by a wake-oscillator. This model is identical to the one used for the rigid cylinder case, except that the stiffness force $hY$ is now replaced by the stiffness induced by the uniform tension $\Theta$ of the cable:

$$-\Theta \frac{\partial^2 Y}{\partial Z^2}.$$  

The spanwise coordinate $Z$ is scaled using a characteristic length based on the waves phase velocity $z = Z \omega_f \sqrt{m_t/\Theta}$ and the dimensionless form of the model reads

$$\ddot{y} + \frac{\gamma}{\mu} \dot{y} - y'' = Mq,$$  \hspace{1cm} (5a)

$$\ddot{q} + \varepsilon (q^2 - 1) \dot{q} + q = A \ddot{y},$$  \hspace{1cm} (5b)

where $(\cdot)'$ denotes derivation with respect to dimensionless spanwise coordinate $z$. The extraction of energy from a flow is still modelled by damping. In this configuration, discrete harvesters/dashpots are periodically distributed over the span of the cable, see Fig. 1, with a distance $L$ between two harvesters of damping coefficient $R$. This introduces a damping condition at each damper location which reads in dimensionless form

$$y'(0, t) - y'(l, t) = l \xi \dot{y}(l, t),$$  \hspace{1cm} (6)

where $\xi = R/Lm_t \omega_f$ is the dimensionless damping per unit length and $l = L \omega_f \sqrt{m_t/\Theta}$ the dimensionless distance between two harvesters.

The efficiency is again defined as the ratio between the time-averaged power extracted by a dashpot and the energy flux through a length $L$ of the cable, which is still written using the dimensionless variables as Eqn. (3). The system of Eqns. (5) and (6) is integrated in space and time using finite differences on a spatially periodic domain, with the cable initially at rest $y = 0$ and a small random perturbation of the fluctuating lift $q$. The harvesting is studied as a function of the length between two dampers $l$ and the damping per unit length $\xi$.

**Optimal efficiency**

In order to compare the energy harvesting using either an elastically-mounted rigid cylinder or an infinite tensioned cable, two optimal efficiency curves are derived, giving the maximum achievable efficiency for any value of the damping density $\xi$. For the two-dimensional case of the rigid cylinder, $\eta_{2D}(\xi)$ corresponds to the efficiency obtained for an optimal value of the frequency ratio $\delta$ at a given damping density $\xi$, whereas for the infinite tensioned cable case, $\eta_{3D}(\xi)$ is the optimal efficiency given by the choice of an optimal value of $l$ at a given $\xi$.

The two curves are shown on Fig. 3.

**FIGURE 2.** (a) HARVESTING EFFICIENCY AS A FUNCTION OF THE TWO HARVESTING PARAMETERS $\delta$ AND $\xi$ (LEVEL STEP : 0.015).

**FIGURE 3.** COMPARISON OF EFFICIENCIES OF (RED - DASHED) THE ELASTICALLY-MOUNTED RIGID CYLINDER CASE $\eta_{2D}(\xi)$ AND (BLUE - SOLID) THE INFINITE TENSIONED CABLE $\eta_{3D}(\xi)$. 
The optimal performances of these two systems are similar, $\eta_{2D}^{opt} = 0.23$ while $\eta_{3D}^{opt} = 0.19$, justifying a deeper investigation of the new concept of energy harvesting using a tensioned cable.

The differences in the shape of the two curves $\eta_{2D}$ and $\eta_{3D}$ are yet striking. Contrary to the case of the rigid cylinder, the efficiency of energy harvesting via an infinite tensioned cable in VIV is far from a classical bell-shape curve. The optimal damping per unit length is also very different for the two configurations as, for the elastically-mounted rigid cylinder $\xi_{2D}^{opt} = 0.20$, whereas in the case of an infinite tensioned cable, $\xi_{3D}^{opt} = 3.65$. A deeper analysis of the efficiency dependence of the latter configuration with the two harvesting parameters $l$ and $\xi$ is thus necessary. Figure 4 displays the map of the efficiency as a function of these two parameters.

This map is actually much more complex than that of Fig. 2. Three zones may be defined to explain its structure.

The first one, zone A, corresponds to small distances between two dashpots for any damping. Within this zone, the classical influence of damping on the efficiency is retrieved. Actually, $\eta$ vanishes for small and large damping, even if the peak is not at the same location for every values of $l$. Moreover, the overall optimal harvesting configuration lies in this zone: $\xi = 3.65$ and $l = 1.09\pi$ lead to $\eta = 0.19$. As shown on Fig. 5, this zone explains most of the efficiency curve $\eta_{3D}(\xi)$.

The second zone, zone B, corresponds to the left part of the map, typically $\xi < 0.4$, and larger values of $l$. The efficiency within this zone is rather small, it corresponds to the left low peak of the efficiency curve, Fig. 5. Within this zone, the motion of the cable is close to travelling waves of wavelength $\lambda = 2\pi, 4\pi, 6\pi$, etc... Yet, the efficiency is low in zone B so it shall not be discussed any further.

Within zone C, the efficiency depends very strongly on the two parameters, especially on $l$. High efficiency tongues are surrounded with inefficient harvesting configurations, resulting in the discontinuities that can be seen on the efficiency curve, Fig. 5.

### Mode shapes and efficiency

To gain some understanding of the efficient part of this complex energy map (zone A and C), the dynamics of the cable in these two zones are compared and shown on Fig. 6. Contrary to zone B, the motion of the cable is close to stationary waves.

The optimal cable displacement for energy harvesting is shown on Fig. 6(a), and the corresponding values of the parameters are reported in Tab. 1. The motion resembles a mode 1 vibration of a tensioned cable, with slight displacement of the dashpots.

If a fixed value of the damping $\xi$ is considered, the cable motion evolves with an increasing length $l$, but it is always close to one of the classical harmonics of a tensioned cable. The cable dynamics actually jumps from even modes in zones where the harvesting efficiency is very low, Fig. 6(b), to odd modes in the high efficiency regions of zone C, Fig. 6(c).

The motion of the dashpot is forced by the jump in the cable slope between the two sides of the harvester, Eqn. (6). Odd modes are thus more likely than even ones to lead to high jumps in the cable slope, then to high efficiency, Fig. 7.

The mode number is defined as $n = 2l/\lambda$, where $\lambda$ denotes the wavelength of the cable motion. This mode...
number may not be an integer, in that case, the closest integer is used. Following Ref. [16], the linearized version of the model is used to derive the characteristics of the most unstable linear mode which will dominate the non-linear response of the model. The linearized version of the model reads

\[ \ddot{y} + \frac{\gamma}{\mu} \dot{y} - y'' = Mq, \quad (7a) \]
\[ \dot{q} - \varepsilon \dot{q} + q = A\ddot{y}. \quad (7b) \]

The dominance zones of every mode number \( n \) are reported on the efficiency map of the infinite tensioned cable, see Fig. 8. There is a very good agreement between the discontinuities of the efficiency map and the frontiers between the dominance zones of two different mode numbers. In particular, the high efficiency tongues indeed correspond with regions where the dominant mode number is odd. In zone B, only even modes exist, which are expected to be less efficient.

Finally, the damping coefficient plays a double role in energy harvesting from VIV of an infinite tensioned cable as it controls both the local dynamics of the harvesters and the global mode shape of the solid displacement.

**DISCUSSION**

Energy harvesting using VIV of (i) an elastically-mounted rigid cylinder and (ii) an infinite tensioned cable was investigated in this paper and exhibit similar optimal efficiencies, of the order of 0.2.

**Optimal harvesting and lock-in**

For the two devices, the optimal harvesting configuration corresponds to a lock-in condition. For an elastically-mounted rigid cylinder, this lock-in condition takes the classical form of synchronization between the vortex shedding frequency and the solid natural frequency, \( \delta = \omega_s / \omega_f = 1 \).

In the case of an infinite tensioned cable, Refs. [15, 16] showed that lock-in corresponds to the highest growth rates of the fluid/solid coupled mode instability. The modes dominance zones shown on Fig. 8 can then also be regarded as the lock-in regions of each mode. The dispersion relation between frequency \( \omega \) and wavenumber \( k \) derived from Eqn. 7 consequently results in a lock-in condition for an infinite cable, \( k = 1 \). This condi-
tion is yet modulated by the periodic boundary condition, Eqn. (6), leading to a lock-in condition for each mode. The solid adapts its own dynamics via its wavenumber in order to be always at lock-in, under the restrictions of the periodic harvesting boundary conditions. Considering an ideal lock-in condition \( k = 1 \) and the definition of the wavenumber, one may nevertheless derive optimal lengths corresponding to the lock-in condition for every mode. For the odd modes, which were shown to be the efficient ones, this results in the lock-in conditions given by the natural frequency of the cable vibrations and for the infinite tensioned cable

\[
\delta = \left( \frac{D}{2\pi S U} \right) \omega_s = 0.89, \quad (8)
\]

and for the infinite tensioned cable

\[
\delta_t = \frac{\pi}{l} = \left( \frac{D}{2\pi S U} \right) \frac{\pi}{L} \sqrt{\frac{\Theta}{m_t}} = 0.92. \quad (9)
\]

These two conditions are of the same form and actually correspond to lock-in between the vortex shedding frequency and the natural frequency of the solid motion, the natural frequency of the rigid cylinder \( \omega_s \) being replaced by the natural frequency of the cable vibrations

\[
\omega_c = \frac{\pi}{L} \sqrt{\frac{\Theta}{m_t}}. \quad (10)
\]

The major difference between the two optimal configurations lies in the values of the optimal damping intensity \( \xi \), which differ by more than an order of magnitude between the two analyzed devices. This is due to the fact that for the tensioned cable with periodically distributed harvesting devices, \( \xi \) does not only drive the local dynamics of the dashpots, as it is the case for the short rigid cylinder, but it also controls the choice of the overall dynamics of the cable. This double role of the harvesters is of capital importance since the harvested efficiency depends a lot on the cable overall motion, especially on the selected mode number.

### Table 1. Optimal Configurations for the Two Considered Energy Harvesting Devices Using VIV.

<table>
<thead>
<tr>
<th></th>
<th>Rigid cylinder</th>
<th>Tensioned cable</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \eta )</td>
<td>0.23</td>
<td>0.19</td>
</tr>
<tr>
<td>( \xi )</td>
<td>0.20</td>
<td>3.65</td>
</tr>
<tr>
<td>( \delta )</td>
<td>0.89</td>
<td>0.92</td>
</tr>
</tbody>
</table>

#### Optimal design of a real energy harvester

The present study may then be used to design an energy harvester based on VIV, using Tab. 1. The definition of the efficiency \( \eta \) provides an estimation of the maximum power extracted by a cable of length \( L_{tot} = 100 \) m and diameter \( D = 4 \) cm in a flow of mean velocity \( \bar{U} = 1.5 \) m.s\(^{-1} \), namely \( P = 1282.5 \) W. It is interesting to note that this is far from being negligible and that it can be achieved for many different triplets \( (\Theta, L, R) \).

For an elastically-mounted rigid cylinder of diameter \( D = 4 \) cm and mass ratio \( \mu = 2.79 \) placed in a flow of mean velocity \( \bar{U} = 1.5 \) m.s\(^{-1} \), the dimensional optimal damping and stiffness are \( r = 35.8 \) kg.s\(^{-1}.\)m\(^{-1} \) and \( h = 5673.2 \) kg.s\(^{-2}.\)m\(^{-1} \). For the tensioned cable mentioned above \( (L_{tot} = 100 \) m), under a tension \( \Theta = 10 \) kN, the damping coefficient of each dashpot is \( R = 2645 \) kg.s\(^{-1} \) and they are separated by a distance \( L = 4.05 \) m.

#### Influence of the velocity variations on the efficiency in real operating conditions

The dimensional parameters are fixed once and for all, but the operating conditions may drift from the optimal ones because of a varying flow velocity \( U \). The influence of a varying flow speed on the performances of a harvesting device is now discussed. Three cases are considered: (i) an elastically-mounted rigid cylinder, (ii) an infinite cable with constant tension and (iii) an infinite cable with drag-induced tension. The values of the harvesting parameters are derived so that the optimal is reached for the mean flow speed \( \bar{U} \). The evolution of the efficiency with the flow speed for each case is then plotted on Fig.9. In order to quantify the influence of flow speed fluctuations on the actual efficiency, the peak width \( w \) is defined as the ratio between the length of the velocity interval for which the efficiency is above 75% of the peak efficiency \( \Delta U \) and the mean velocity \( \bar{U} \), see Tab. 2.

For the rigid cylinder, it comes from the dimensionless parameters definitions that \( \delta \propto 1/U \) and \( \xi \propto 1/U \).
The curve of the evolution of $\eta$ with $U$ hence corresponds to the values of $\eta$ along a curve $\delta \propto \xi$ passing through the optimal configuration. Even if the best efficiency is achieved as expected by this configuration, the width of the peak is small, see Tab. 2. The efficiency dramatically drops down as the current speed drifts away from its mean value.

For the long tensioned cable, if the tension is constant (induced for instance by a buoy on top of a cable anchored at its bottom), $\xi \propto 1/U$ and $l$ varies linearly with $U$. The efficiency depends a lot on the flow speed, Fig.9. The peak width is even smaller than for the rigid cylinder, $w = 0.54$, and $\eta$ even falls down to zero for some velocities. This solution should be avoided because of this high sensitivity to current velocity.

In the last case considered, the tension is due to a drag force acting on a well-chosen area $A$, which may differ from the cable area $DL_{tot}$. The area $A$ has here been chosen so that the optimal harvesting parameters are identical to the constant tension case in order to compare this configuration with previous ones ($\Theta = 10$ kN for $U = \overline{U}$). In that case, $\Theta \propto U^2$, $\xi \propto 1/U$ and $l$ is constant ($l = 3.43$), which sounds a valuable option as the efficiency depends a lot more on $l$ than on $\xi$, Fig. 4. It actually appears as the best solution since the efficiency stays high for a wide range of velocity, Fig. 9. The peak value is lower than for the rigid cylinder, but the peak width is much larger, $w = 2.47$, see Tab. 2. The efficiency decrease as $U$ deviates from $\overline{U}$ is slow, it even overtakes the rigid cylinder efficiency for $U \leq 1.1 \text{ m.s}^{-1}$ and $U \geq 2.2 \text{ m.s}^{-1}$.

As a conclusion, the analysis performed throughout this paper has shown that energy harvesting using vortex-induced vibrations of a long tensioned cable seems, at least, as promising as using those of an elastically-mounted short rigid cylinder as in [7] or [8]. This new configuration may even have some advantages like the possibility to imagine very long cables able to harvest large amounts of energy, and to adapt their dynamics so that they are always near lock-in conditions, if their tension is induced by drag.
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ABSTRACT

We propose to control flow induced oscillations of a circular cylinder by suppression of vortex shedding past it. This was achieved by placing two small rotating control cylinders in the proximity of the main cylinder which inject momentum into the boundary layer. Identification of the position and circulation strengths of the control cylinders are the important aspects of our study. Solving the complete Navier-Stokes (NS) equations would lead to a large number of cases for the simulation. To avoid such expensive computations, a reduced order model (ROM) has been used instead of solving the complete NS model. Reduced order models are approximations to the full NS equations and can be effective under appropriate conditions. In the present study, we try to achieve potential flow like behavior through optimum positioning of the control cylinders and hence potential flow analysis is carried out with different analytical methods like Föppl vortex model and conformal mapping techniques. For these optimum values, the analytical solution obtained is compared against the numerical viscous flow simulations.

INTRODUCTION

The control of vortex shedding behind a circular cylinder is of practical interest in a wide range of technological applications. Flow past chimneys, cooling towers, marine risers, spar type platforms etc will be benefited by such developments. Both active and passive flow control strategies have been developed in the literature [1]. There have been a number of efforts to understand wake vortices analytically. Tang and Aubry [2] have shown that vortex shedding can be suppressed by introducing two small point vortices in the far wake of the cylinder. Galvao et al [3] have shown that vortices can be suppressed by placing hydrofoils around the cylinder by achieving potential flow like behaviour. In the present study, we make an attempt to suppress vortex shedding by placing two small counter rotating cylinders very close to the main cylinder as shown in Fig. 1. These control cylinders prevent or delay flow separation to produce streamlines that resemble potential flow like patterns. To this end, finding the optimum position of the control cylinders around the main cylinder is important. Positioning them too far upstream will not delay flow separation by much and positioning them too far downstream will not be able to energize the boundary layer to delay flow separation. Also the optimum rotation rate(circulation strength) of the control cylinders need to be investigated as a lower value will not affect flow separation and a very high value may not be beneficial, as it consumes power.

Solving the complete Navier-Stokes equations can be time consuming while performing parametric investigation of the position and circulation strength of the control cylinders. Instead, reduced order models (ROM) can be employed. Reduced order modeling includes many of the techniques for modeling and simplification commonly used in fluid dynamics analysis such as potential flow analysis, vortex methods etc. Each of these are approximations to the full Navier-Stokes equations and each can serve as an effective ROM under appropriate conditions.

In the present investigation, we focus on the point vortex model known as the Föppl vortex model to obtain the optimum position of control cylinders. The optimum circulation strength of the control cylinders is obtained by using conformal mapping techniques proposed by Crowdy [4]. For these optimum values, a comparison of the analytical solution against numerical viscous flow
FIGURE 1: SCHEMATIC OF THE MAIN CYLINDER WITH TWO SMALL COUNTER ROTATING CONTROL CYLINDERS. THE RATIO OF THE MAIN CYLINDER, CONTROL CYLINDER AND GAP BETWEEN THEM ARE FIXED AS $D : 0.1D : 0.01D$ RESPECTIVELY, WHERE $D$ IS THE DIAMETER OF THE MAIN CYLINDER.

simulation is presented.

THE FÖPPPL VORTEX MODEL

In unsteady viscous flows, a pair of vortices are formed underneath an envelope encompassing the top and bottom separation points of the main cylinder. They extend downstream and then roll up tightly into two counter rotating vortices behind the body. These vortices are fed by circulation from the upstream shear layers. Since these tightly rolled vortices have much higher circulation strength than the distributed vortex sheets, influence of the latter can be neglected. Although the fundamental mechanism for the generation of such vortices is of viscous origin, the basic flow features can be represented by an inviscid model with concentrated point vortices, when the wake vortices are established. The concentrated vortices behind the circular cylinder or a similar bluff body establishes the recirculatory flow behind the body and coexists with the two separation points. In this section we study the various positions of control cylinders in influencing flow separation.

Basic Föppl model

In the Föppl model [5], two point vortices are symmetrically positioned behind the circular cylinder with positions $(x_1, y_1)$ and $(x_2, y_2)$, such that $x_1 = x_2 = x$ and $y_1 = -y_2 = y$ (see Fig. 2). The upper vortex is imparted with a clockwise circulation strength $-\Gamma$, while the lower vortex with a counterclockwise circulation strength $+\Gamma$. The circular boundary is centered at the origin and has a unit radius. The free stream velocity $(U)$ encountered by the main cylinder is known. The boundary conditions are enforced by making use of the circle theorem [6], in which the velocity field due to each single-point vortex includes the influence of an image vortex located inside the boundary which ensures that the circular boundary remains a streamline.

The complex potential of the Föppl model at any point $z = x + iy$ in the domain is given by

$$W(z) = U \left( z + \frac{1}{z} \right) + \frac{\Gamma}{2\pi i} \left[ \ln \left( z - \frac{1}{z_1} \right) - \ln \left( z - \frac{1}{z_2} \right) \right] + \frac{\Gamma}{2\pi i} \left[ -\ln(z - z_1) + \ln(z - z_2) \right]$$

(1)

where $z_1 = x_1 + iy_1$ and $z_2 = x_2 + iy_2$ are the complex positions for the upper and lower vortices respectively. The stream function is then given by

$$\Psi = \text{imag}(W(z))$$

(2)

from which the streamlines can be plotted.

Without loss of generality free stream velocity $(U)$ can be assumed as unity. The velocities at $z = z_1$ and $z = z_2$ are given by

$$\frac{dz_1}{dt} = \frac{dW(z)}{dz} \bigg|_{z=z_1} = 1 - \frac{1}{z_1^2} + \frac{\Gamma}{2\pi i} \left( \frac{1}{z_1 - 1/z_1} - \frac{1}{z_1 - 1/z_2} \right)$$

+ \frac{\Gamma}{2\pi i} \frac{1}{z_1 - z_2}$$

(3)
To solve for the Föppl equilibria, Eqn. (3) and (4) are set to zero. From these conditions, we get

\[ y = (r^2 - 1)/2r \]  
(5)

\[ \Gamma = 2\pi (r^2 - 1)(r^2 + 1)/r^5 \]  
(6)

where \( r = r_1 = r_2 = \sqrt{x^2 + y^2} \).

The family of Föppl equilibria can be parameterized by \( x, y \) and \( \Gamma \) and specification of one of these values fixes the other two. Thus for a given strength of circulation for the Föppl pair, velocity at any point in the domain at \( z_0 \) can be calculated as,

\[ \frac{d\xi_0}{dt} = \frac{dW(z)}{dz} \bigg|_{z=z_0} = 1 - \frac{1}{z_0^2} + \frac{\Gamma}{2\pi i} \left( \frac{1}{z_0 - 1/z_1} - \frac{1}{z_0 - 1/z_2} \right) \]

\[ + \frac{\Gamma}{2\pi i} \left( \frac{1}{z_0 - z_1} + \frac{1}{z_0 - z_2} \right) \]  
(7)

\[ u = \text{real} \left( \frac{d\xi_0}{dt} \right) \]  
(8)

\[ v = -\text{imag} \left( \frac{d\xi_0}{dt} \right) \]  
(9)

Using the above equations, both streamwise and cross-stream components of velocity \((u, v)\) on the cylinder surface can be calculated and the separation point can be obtained. The condition for flow separation on the body used here is that, the velocity at the separation point vanishes and the velocities on both sides of the separation point are towards the point(i.e. velocity sign changes on either side of the separation point) (see Cai et al [7]). Let the flow velocity be zero at a separation point \( z_0 = e^{i\theta_0} \) on the cylinder surface. The angle \( \theta_0 \) can be obtained from Eqn. (7). Each circulation value of the Föppl vortex pair corresponds to a different separation point on the surface of the cylinder. The results obtained from this are compared with those in the literature [8] and were found to be accurate.

Föppl model with two control cylinders

Let the rotation parameter(\( \xi \)) be defined, as the ratio of the velocity of the control cylinder \((U_c)\) to that of free stream velocity\((U)\). The circulation strength\((\Gamma_c)\) is given as,

\[ \Gamma_c = 2\pi r U_c \]  
(10)

where \( r \) is the radius of the control cylinders. If \( U_c \) is normalized with the free stream velocity\((U)\), the circulation strength \((\Gamma_c)\) of the control cylinders is related to the rotation parameter\((\xi)\) as,

\[ \Gamma_c = 2\pi r \xi \]  
(11)

Two control cylinders are introduced in the basic Föppl model as shown in Fig. 3. Let the circulation strengths of the control cylinders be \(-\Gamma_c\) and \(+\Gamma_c\) for the vortices located at \( z_c \) and \( z_c \) respectively. Due to the small size of the control cylinders compared to the main cylinder, they can be assumed as two vortex perturbations(Tang and Aubry [2]). In the presence of two small vortex perturbations(control cylinders), the complete complex potential can be written as,
The velocity at any point \( z = z_0 \) is given by

\[
W(z) = \left( z + \frac{1}{z} \right) + \frac{\Gamma}{2\pi i} \left[ \ln \left( z - \frac{1}{z_1} \right) - \ln \left( z - \frac{1}{z_2} \right) \right] \\
+ \frac{\Gamma}{2\pi i} \left[ -\ln(z - z_1) + \ln(z - z_2) \right] \\
+ \frac{\Gamma_c}{2\pi i} \left[ \ln \left( z - \frac{1}{z_c} \right) - \ln \left( z - \frac{1}{z_c} \right) \right] \\
+ \frac{\Gamma_c}{2\pi i} \left[ -\ln(z - z_c) + \ln(z - z_c) \right]
\]

(12)

The velocity at any point \( z = z_0 \) is given by

\[
\frac{d\bar{z}_0}{dt} = \frac{dW(z)}{dz} \bigg|_{z=z_0} = 1 - \frac{1}{z_0^2} + \frac{\Gamma}{2\pi i} \left( \frac{1}{z_0 - \frac{1}{z_1}} - \frac{1}{z_0 - \frac{1}{z_2}} \right) \\
+ \frac{\Gamma}{2\pi i} \left( \frac{1}{z_0 - \frac{1}{z_1}} + \frac{1}{z_0 - \frac{1}{z_2}} \right) \\
+ \frac{\Gamma_c}{2\pi i} \left[ \frac{1}{z_0 - \frac{1}{z_c}} - \frac{1}{z_0 - \frac{1}{z_c}} \right] \\
+ \frac{\Gamma_c}{2\pi i} \left[ -\frac{1}{z_0 - \frac{1}{z_c}} + \frac{1}{z_0 - \frac{1}{z_c}} \right]
\]

(13)

The velocities at \( z_1 \) and \( z_2 \) (i.e. \( \bar{z}_1 \)) can be obtained from Eqn. (13) by neglecting the term due to velocity induced by the same vortex. These can be set to zero for Föppl equilibria as mentioned in the previous section. Hence, the equilibrium positions of the Föppl pair are obtained for the given circulation strengths of Föppl vortices and control cylinders. Furthermore, the streamwise and cross stream velocities \((u, v)\), along the cylinder surface can be obtained from Eqn. (8) and Eqn. (9) respectively. Hence, the separation point on the main cylinder can be found for different positions of the control cylinders. The separation point in the presence of control cylinders changes from the single cylinder case. This new separation point indicates range of influence of control cylinders and their impact. Figure 4 depicts the flow patterns immediately after the introduction of control cylinders at 120° around the main cylinder. Results and discussion section elaborates these simulations.

**POTENTIAL FLOW ANALYSIS BY CONFORMAL MAPPING**

The potential flow lines for uniform flow past an isolated single circular cylinder can be readily obtained by the superposition of uniform flow and a doublet flow [9]. However, an extension to flow past multiple cylinders either in tandem or transverse is not trivial. The stream lines for flow past three cylinders can be achieved by conformal mapping technique. The solution for flow past a multicylinder configuration in a planar flow was originally developed by Crowdy [11]. Detailed description of their method is available in [11–13].

After finding the optimum position of the control cylinders from the Föppl vortex model, the right quantum of circulation strengths need to be determined. As the circulation strength of the control cylinders is increased, it affects the pressure distribution on the surface of the main cylinder and in turn the forces acting on the cylinder. The pressure distribution and drag force on the main cylinder are calculated for different circulation strengths and the optimum value of circulation strength is obtained. This is further discussed in Results section.
RESULTS AND DISCUSSION

The optimum position and circulation strength of control cylinders for the potential flow can be obtained by investigating various parameters. The forces on the main cylinder, pressure coefficient ($C_p$), flow pattern and other design parameters are discussed. The control cylinders are initially rotated at a specific speed and the influence of their position on the flow separation is studied. Once the optimum position is obtained, the rotation rates are varied to obtain an optimum value.

Optimum position of control cylinders

In this section, the effect of placing control cylinders at different positions around the main cylinder is discussed. The influence of control cylinder rotations will be felt within a certain region around them. The control cylinders are initially rotated at constant speed and the influence of their position ($\theta$) on the flow separation point ($\phi$) is studied. The separation point on the cylinder surface is indeed a function of Reynolds number. However, in the present study, circulation strength ($\Gamma$) of the Föppl vortices is chosen such that typical flow separation angles ($\phi$) of $120^\circ$ to $140^\circ$ is covered where both $\theta$ and $\phi$ are measured as shown in Fig. 5. In Fig. 5, $\theta = 0^\circ$ position refers to the case where control cylinders are absent (i.e. single main cylinder case). The control cylinders are introduced at different angles $30^\circ$, $60^\circ$, $90^\circ$, $120^\circ$, $150^\circ$ around the main cylinder and their effect on the separation angle ($\phi$) was studied for different flow separation angles. It can be seen that the position of the control cylinders in the range of $0^\circ$ to $60^\circ$ does not affect flow separation. However, the maximum effect is felt when the control cylinders are placed at $120^\circ$. Hence, the optimum position for the control cylinders is around $120^\circ$.

Optimum circulation strength of control cylinders

Using conformal mapping techniques, the complex potential and hence the stream function have been found for different circulation strengths of control cylinders in Section 3. In this section, we present the influence of circulation strength (rotation parameter) of control cylinders by plotting the pressure coefficient ($C_p$) and drag force on the main cylinder.

Pressure coefficient ($C_p$) on the cylinder surface

In this section, we investigate the existence of an optimum value by plotting the pressure coefficient ($C_p$) on the surface of the main cylinder for different circulation strengths of control cylinders.

The pressure coefficient is defined as

$$C_p = 1 - \frac{V^2}{U^2}$$

$$= 1 - (u^2 + v^2)$$

(14)

where $U$ is the free stream velocity, $V$ is the total velocity at a point in the domain and $u$, $v$ are its x and y components respectively which can be calculated from stream...
function using
\[ u = \frac{\partial \psi}{\partial y}, \quad v = -\frac{\partial \psi}{\partial x} \quad (15) \]

The variation of the pressure coefficient \( (C_p) \) along the cylinder surface has been plotted in the vicinity of the optimum position of control cylinders \( (120^\circ) \) for \( \xi = 0 \) to \( \xi = 6 \) as shown in Fig. 6. A dip in the value of surface pressure can be noticed at \( 120^\circ \) due to the presence of control cylinders. As the circulation strength of the control cylinders is increased, there is a pressure recovery until a value of \( \xi = 4 \) after which the static pressure starts to dip again. This indicates the existence of an optimum value for the circulation strength of control cylinders.

**Forces on the main cylinder** In the previous section, the existence of an optimum value of circulation strength for the control cylinders was presented. In this section, the influence of the circulation strength (rotation parameter) of the control cylinders on the drag force experienced by the main cylinder is presented. The drag and lift forces can be calculated from the complex potential \( (W(z)) \) and are given by
\[ F_x - iF_y = -\frac{i\rho}{2} \oint_{\partial D_0} \left( \frac{dW}{dz} \right)^2 dz \quad (16) \]
where \( F_x, F_y \) are the drag and lift forces respectively and \( \partial D_0 \) is the main cylinder surface.

Lift force on the main cylinder is found to be zero as expected from potential flow theory. Drag force on the main cylinder is calculated for different circulation strengths of control cylinders with all other parameters remaining fixed. Drag force variation against rotation parameter \( (\xi) \) is plotted in Fig. 7. It can be seen that the drag force is minimum at \( \xi = 2.7 \) which indicates the optimum circulation strength for the control cylinders.

**Comparison with viscous flow simulations**

The potential flow analysis is complemented through numerical calculations for a two-dimensional, incompressible, laminar flow. Detailed viscous flow calculations are shown in Ref. [10].

From our earlier investigations [10], it can be noticed that rate of rotation plays an important role in the suppression of vortex shedding. To this end, positioning the control cylinders at five different combinations \( (\theta \text{ values in steps of } 30^\circ \text{ each}) \) have been assessed. Temporal evolution of fluid flow features are simulated and time averaged over 10 - 12 vortex shedding cycles. The streamlines thus obtained are plotted for different \( \theta \) values in Fig. 8. When the control cylinders are imparted with a constant rate of rotation at \( \xi = 2.0 \), the wake region could be completely controlled only for \( \theta = 120^\circ \) (see Fig. 8). Time averaged streamlines depict viscous effects in Fig. 8. The fluid flow features for the inviscid patterns can be seen in Fig. 8[fig-j]. The latter are generated by means of conformal mapping technique discussed in the earlier sections. According to these qualitative visuals, the presence of control cylinders are best suited for \( \theta = 120^\circ \), which is reflective of optimal control cylinder position. For \( \theta = 90^\circ \), wake formation length is much longer, although the wake width is reduced. From Fig. 8, it can be observed that the potential flow like behaviour could be achieved for viscous flow for optimum position and circulation strength of the control cylinders. Hence, we can justify the use of potential flow theory to obtain the design parameters of the control cylinders.

**CONCLUSIONS**

The influence of momentum injection through the control cylinder rotations on flow past a circular cylinder is investigated. Optimum control cylinder position and strength of circulation have been analytically determined. The analytical approach enables rapid prototyping of the parametric space, which is crucial in identifying an op
FIGURE 8: FLOW PATTERNS FOR $Re = 100$ AND $\xi = 2.0$. (a - e) TIME AVERAGED STREAMLINES. (f - j) STREAMLINES GENERATED USING CONFORMAL MAPPING METHOD.

The analytical frame work carried out simulates the Reynolds number range, where in the flow separation angles are in the range of $120^\circ$ - $140^\circ$. It is shown that for optimum position, and circulation strength of control cylinders, we are able to eliminate wake vortices and achieve potential flow like behavior. The analytical solution obtained is complemented with the aid of a numerical study of the real flow patterns. The flow patterns generated using viscous flow calculations further confirm $120^\circ$ cylinder position for optimal control cylin-
der design. By conformal mapping technique, the optimum circulation strength for which drag force on the main cylinder is minimum was determined.
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ABSTRACT
Experimental results of flow around a circular cylinder with moving surface boundary-layer control (MSBC) are presented. Two small rotating cylinders strategically located inject momentum in the boundary layer of the cylinder, which delays the separation of the boundary layer. As a consequence, the wake becomes narrower and the fluctuating transverse velocity is reduced, resulting in a recirculation free region that prevents the vortex formation. The control parameter is the ratio between the tangential velocity of the moving surface and the flow velocity ($\Omega = U_c/U$). The main advantage of the MSBC is the possibility of combining the suppression of vortex-induced vibration (VIV) and drag reduction. The experimental tests are performed at a circulating water channel facility. In order to verify the effectiveness of the MSBC regarding drag reduction, two different techniques were employed to measure the mean drag of the cylinder with and without MSBC. The first method used a load cell to measure the drag, while the second one was based on the integration of velocity data along a line located on an averaged velocity field obtained through particle image velocimetry (PIV).

INTRODUCTION
The flow around a circular cylinder has shown its theoretical and applied importance throughout the great amount of analytical, experimental and numerical investigations found in the literature. Along with the study of the flow characteristics [1], the control of the flow over a circular cylinder has received special attention from researchers [2], mainly for purposes of drag reduction and suppression of vortex-induced vibration (VIV) [3, 4]. Among the huge amount of flow control devices, the moving surface boundary-layer control (MSBC) was investigated in this study due to its effectiveness in drag reduction and VIV suppression [5–8]. The MSBC relies on the injection of momentum in the boundary layer of the body by rotating elements, which usually are small circular cylinders. The momentum injection in the boundary layer postpones the effects of the adverse pressure gradient generated by the bluff body geometry, moving the separation point of the boundary layer to a more advanced position. As a result, the wake becomes narrower and the recirculation region behind the body is suppressed or drastically reduced. Figure 1 shows a schematic of the MSBC system, which consists of two small rotating cylinders strategically located that inject angular momentum in the boundary layer of the cylinder, delaying separation. The control parameter is the ratio between the tangential velocity of the moving surface and the flow velocity ($\Omega = U_c/U$).

In order to verify the effectiveness of the MSBC regarding drag reduction, two different techniques were employed to measure the mean drag of the cylinder with and without MSBC. The first method used a load cell to measure the drag, while the second one was based on the integration of velocity data along a line located on an averaged velocity field obtained through particle image velocimetry (PIV). The theory for aero- and hydrodynamic forces and moments is developed through a rigorous analysis of the viscous flow equations [9], and the formulation of the profile drag in steady flow has already been successfully applied in the mean drag measurements of a wing profile using PIV velocity fields [10].

This experimental investigation is a parametric study
based on three different configurations: plain cylinder, \( \Omega = 0 \) and \( \Omega = 5 \). In order to verify the drag reduction efficiency of the MSBC, drag measurements are presented using the two different techniques previously mentioned. As one of the advantages of the MSBC is VIV suppression, the amplitude response is also shown. PIV velocity fields are presented in order to identify the modifications of the wake flow introduced by the MSBC.

**EXPERIMENTAL ARRANGEMENT**

The experimental tests were performed at the Fluid-Dynamics Research Group Laboratory (NDF) of the University of São Paulo (USP). The test-section of the circulating water channel facility has the following dimensions: 0.70m (width) \( \times \) 0.80m (height) \( \times \) 7.50m (length). The maximum flow velocity is 1.0m/s. The channel operates at a turbulence level < 2%.

The circular cylinder models are made of rigid acrylic with smooth surface. Figure 1 shows the main geometric characteristics of the circular cylinder with moving surface boundary-layer control (MSBC). The main cylinder external diameter is \( d = 50 \)mm and the immersed length \( l = 500 \)mm, giving an aspect ratio \( l/d = 10 \). The control cylinder diameter is \( d_c = 0.06d \) and the gap between the main and the controlling cylinders is \( g = 0.07d \). The control cylinders are made of carbon fiber and they move along with the main cylinder. The main cylinder without MSBC is called plain cylinder in the following results. The mass parameter, which is the ratio between the moving structural mass and the displaced fluid mass, is \( m^* = 1.8 \). The structural damping coefficient in air is \( \zeta = 0.01 \), resulting in a mass-damping parameter \( m^* \zeta = 0.018 \), which is valid to the plain and the MSBC cylinders. The \( \Omega = U_c/U \) ratio is the control parameter of the cylinder rotation, where \( U_c \) is the tangential velocity of the control cylinders and \( U \) is the water channel flow velocity. Each control cylinder is actuated by one dc electric motor with maximum voltage equal to 12V supplied by a single dc power supply.

For the VIV experiments, the cylinders are rigidly attached beneath a platform on an elastic air-bearing system with one degree of freedom in the direction transverse to the flow. [4] give a more complete description of the elastic base. The Reynolds number is in the range of 1600 to 7500, and the reduced velocity varies from 3.7 to 17. The reduced velocity is defined as \( V_r = U/f_n d \), where \( U \) is the water channel flow velocity, \( f_n \) is the natural frequency in still water, and \( d \) is the diameter of the plain cylinder. The natural frequency \( f_n \) is obtained through decay tests in still water, while the structural damping coefficient is obtained from decay tests performed in air. The cylinders were kept static for the drag measurements (\( Re = 2700 \rightarrow 9800 \)). The Reynolds number range for the load cell measurements was 2700 – 9800 and the PIV measurements were taken at \( Re = 3000 \).

The PIV velocity fields were measured at \( Re = 3000 \) for the main cylinders rigidly mounted at \( \Omega = 0 \) and 5. The PIV measurements were obtained by seeding the liquid with polyamide particles about 11 \( \mu \)m in diameter. A Quantel (Brilliant Twins) double-cavity pulsed Nd:YAG laser with a 532 nm wavelength illuminated the flow. One workstation, the DaVis 7.2 software and one Imager Pro X 2 Megapixel camera compose the LaVision PIV system. One Nikon (AF Nikkor f/2.8D) lens of 28-mm focal length was used in the measurements. The PIV velocity fields were measured at a rate of 15 Hz and at half the distance of the immersed span. The vector calculation employed a two-pass windowing process with decreasing size: the first correlation used a 64 \( \times \) 64 pixel interrogation window followed by the second correlation with a 32 \( \times \) 32 pixel window. The field of view is 5.4d \( \times \) 7.2d (width \( \times \) length), resulting in a 75 \( \times \) 100 point grid. Each PIV data set contains 345 velocity fields that are sampled for 23 s, which is the maximum capacity of the camera buffer. The analysis provided an uncertainty of 2 \( \times \) 10\(^{-3} \)m/s (3%) in velocity.

**PROFILE DRAG IN STEADY FLOW**

The profile drag per unit length of a solid body in steady flow is given by the following equation [9],

\[
D = \rho U \int_{-\infty}^{\infty} (U - u)dy,
\]

where \( \rho \) is the specific mass of water, \( U \) is the water channel flow velocity, \( u \) is the streamwise velocity at the velocity line and the integration is performed at an \( x_{ci} \) location.

![PIV velocity field](image_url)
far from the body. Equation (1) is a formula derived by using the momentum theorem.

Two important geometrical aspects will be taken in consideration for the usage of Eqn. (1). The first one is the effect of the variation of the integration domain length, as the equation is initially defined with an infinity domain. The second aspect is the definition of the \( X_{cl} \) position where the integration will be performed. Both aspects will be considered in this paper prior to the presentation of the mean drag measurements.

**SUPPRESSION OF VORTEX-INDUCED VIBRATION**

This section presents the results of a parametric VIV investigation regarding the moving surface boundary-layer control (MSBC) applied to a circular cylinder. The control parameter is the ratio between the tangential velocity of the moving surface and the fluid flow velocity, defined as \( \Omega = U_c/U \).

Figure 2 shows the amplitude response of isolated cylinders with and without MSBC. The nondimensional amplitude is defined as \( A^* = \sqrt{2} y_{rms}/d \), where \( y_{rms} \) is the root-mean-square of the transverse displacement. The amplitude response of the plain cylinder presents the classical response [11], which includes the initial, upper and lower branches, as well as, a de-synchronization region. For the present configuration, the maximum amplitude is \( A^* \approx 0.7 \) at the reduced velocity \( V_r \approx 7 \).

The amplitude response is completely different for the static control cylinders (\( \Omega = 0 \)), when compared to the plain cylinder. The oscillating motion starts before \( (V_r \approx 4) \), where it reaches the maximum amplitude \( (A^* = 0.6) \) and slowly decreases along the \( V_r \) range tested, reaching asymptotic values slightly below \( A^* = 0.4 \). When the control cylinders are actuated, one can verify a substantial reduction of the oscillating amplitude for \( \Omega = 5 \). The maximum amplitude does not surpass \( A^* = 0.2 \).

**WAKE FLOW VELOCITY FIELDS**

The wake velocity fields of cylinders with and without MSBC were measured by the PIV technique. The magnitude of velocity is presented as a nondimensional, \( \sqrt{u^2 + v^2}/U \). The main cylinders were rigidly mounted and the Reynolds number was 3000. The nondimensional mean fields of velocity magnitude of the plain cylinder and cylinder with MSBC are presented in Fig. 3. Each mean field is the time-average of 345 instantaneous fields.

Initially, the recirculation region has a length of around two diameters for the plain and \( \Omega = 0 \) configurations, but its length is reduced by the MSBC. The comparison between the plain and the \( \Omega = 0 \) cylinders shows a wider wake to the latter, which results from the control cylinders. Activating the MSBC (\( \Omega = 5 \)), there is a notable change in the wake structure of the circular cylinder. The injection of momentum in the boundary layer by the rotating control cylinders move the separation point further back on the cylinder surface when compared to the plain cylinder, which results in a narrower wake with smaller velocity gradients for \( \Omega = 5 \).

Figure 3 also shows the mean streamwise velocity profiles at three positions \((x/d = 2, 4 \text{ and } 6)\) obtained from the wake velocity fields of the cylinders with and without MSBC. The solid black lines represent the velocity profiles at each one of the positions considered. The origin of the distances \( x/d \) and \( y/d \) is located at the cylinder centre. To begin with, one can observe the characteristic wake velocity profile for the plain cylinder, which presents a region of low velocity between \( y/d = -1 \) and 1. The increasing of the \( x/d \) distance, the mean profile gets more uniform. The \( \Omega = 0 \) configuration shows a general behaviour similar to the plain cylinder’s. However, there is a perceivable difference in the wake width, which is greater to \( \Omega = 0 \); a fact already observed and justified by the presence of the control cylinders. For \( \Omega = 5 \), one can observe that the wake flow becomes more uniform. A wake region of low velocity is still observed, but it is smaller and narrower than the plain and \( \Omega = 0 \) cases. The wake velocity profiles show that one of the main MSBC effects is turning the wake flow uniform.

Figure 4 presents the distribution of the streamwise mean velocity \((\bar{u})\) normalized with the water channel flow velocity \((U)\) along the wake centreline. The recirculation bubble is defined as the region of reversed flow that exists close to the cylinder base. The velocity reaches a minimum value near the cylinder and then increases.
obtained through the PIV velocity fields for the plain cylinder was \( x_0/d = 2.3 \), which compares well with the measurements using the same definition, \( x_0/d = 2.3 \) at \( Re = 2750 \) [12]. The recirculation bubble length is reduced for \( \Omega = 0 \) \( (x_0/d = 1.8) \) and is less than 1 for \( \Omega = 5 \) considering the beginning of the abrupt increase of the mean velocity. Another important effect of the MSBC \( (\Omega = 5) \) is that the asymptotic value is reached before the plain and \( \Omega = 0 \) and the mean velocity recovers almost 100% of the mean flow velocity.

**MEAN DRAG MEASUREMENTS**

**Validation Test**

The determination of the profile drag through Eqn. 1 was validated using the mean velocity field of the plain cylinder. Two geometrical characteristics of the wake flow were investigated: the integration domain length \( (w) \) and the \( x \) location where the integration is performed. Figure 5 presents the effect of the variation of the \( w \) and \( x \) parameters on the value of the mean drag \( (C_D) \).

Firstly, the \( C_D \) value strongly depends on the variation of the integration domain length, specially for \( x/d < 3 \). One can note that the convergence is obtained for greater lengths. As a result, the integration domain corresponds to the maximum length allowed by the PIV field of view, which is \( w/d = 5.4 \).

Experimental measurements of airfoil profile drag [10, 13] indicate a small variation of the drag value as a function of the streamwise position of the line integration, as can be seen from the Fig. 5 at the maximum integration domain length. Finally, the \( C_D \) presented is the average of 100 values calculated at different streamwise \( (x_d) \) positions at the range \( x/d = 0.05 - 7.7 \). The drag uncertainty is estimated by the standard deviation of the \( C_D \) values.
calculated along the wake. The spanwise variation in the profile drag was not investigated in this paper, as the results were obtained in the middle spanwise position.

Mean Drag Results

Table 1 shows the mean drag coefficient for the main cylinders rigidly mounted. Firstly, one can note the good agreement between the different techniques employed to measure the drag. Regarding the different configurations tested, the addition of static control cylinders ($\Omega = 0$) generates the increasing of the mean drag coefficient compared to the plain cylinder. For a slightly different configuration ($Re = 10000$, $d_c/d = 0.05$ and $g/d = 0.075$), [6] found $C_D \approx 1.6$ for $\Omega = 0$, which is close to the experimental measurement. When the control cylinders are activated, the cylinder rotation leads to the reduction of the mean drag. For $\Omega = 5$, $C_D = 0.5$, which represents a substantial reduction (60%) from the mean drag of the plain cylinder. [6] obtained $C_D = 0.47$ for the same velocity ratio. These results allow the validation of the numerical simulations and experimental measurements of the MSBC.

<table>
<thead>
<tr>
<th>Load cell</th>
<th>PIV</th>
</tr>
</thead>
<tbody>
<tr>
<td>Plain</td>
<td>$1.21 \pm 0.13$</td>
</tr>
<tr>
<td>$\Omega = 0$</td>
<td>$1.51 \pm 0.15$</td>
</tr>
<tr>
<td>$\Omega = 5$</td>
<td>$0.49 \pm 0.10$</td>
</tr>
</tbody>
</table>

CONCLUSIONS

The drag measurements presented in this paper show that the MSBC is effective in reducing drag, as well as suppressing VIV. The injection of momentum in the boundary layer by the rotating control cylinders moves the separation point further back on the cylinder surface when compared to the plain cylinder, which results in a narrower wake. The wake velocity profiles show that one of the main MSBC effects is turning the wake flow uniform. The validation of the profile drag using PIV velocity fields was obtained through the comparison with load cell measurements. The paper presented an analysis of the effect of the streamwise distance of the velocity line used for calculating the mean drag. The variation of the integration domain length was also investigated, showing that the mean drag has a strong dependence with this parameter. Further investigations will account for the spanwise variation of the calculated mean profile drag.
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ABSTRACT

Heat-exchanger tubes, when loosely supported and subjected to cross flow, may exhibit vibro-impactting responses due to both turbulence and fluid-elastic forces.

The authors recently addressed the prediction of such regimes using, i) an experimental rig (a rigid square bundle surrounding a flexible tube moving along the lift direction) ; ii) numerical simulations in the time domain where an “instantaneous” frequency of the vibro-impacting tube was continuously determined for taking into account the linear fluid-elastic coupling coefficients which are frequency dependent.

In complement to these sophisticated computations, this paper reports a deliberately simplified analysis based on a simple modal shock oscillator in the frequency domain. The central frequency of the oscillator response is directly apprehended from an iterative process ensuring that the four items - stops penetration, fluid-damping, fluid-stiffness and turbulence excitation - are consistent in frequency. So the “mean value of the instantaneous response frequency” and thus the preponderant vibro-impacting regime of the tube are captured.

The iterative process and outputs involve analytical formulations derived from the Fokker-Planck equation which provides the probability density function of the shock oscillator response in the phase space.

Although extremely reduced, this shock oscillator model permits to instantly recover, at least in order of magnitude, essential features of experiments and previous time-history calculations: Rice and impact frequency, mean impact force, power balance.

NOMENCLATURE

\( c_d \) dimensionless fluid-elastic damping coefficient
\( c_k \) dimensionless fluid-elastic stiffness coefficient
\( D \) tube diameter
\( \text{erf}(\cdot) \) error function, \( \text{erf}(y) = \frac{2}{\sqrt{\pi}} \int_0^y \exp(-t^2) dt \)
\( \text{erfc}(\cdot) \) complementary error function, \( \text{erfc}(y) = 1 - \text{erf}(y) \)
\( E(\cdot) \) mathematical expectation
\( f \) frequency
\( f_{c1} \) left contact force,
\( f_{c1} = (k_1(x + j_1) + c_1 \dot{x}) H(-x - j_1) \)
\( f_{c2} \) right contact force,
\( f_{c2} = (k_2(x - j_2) + c_2 \dot{x}) H(x - j_2) \)
\( f_{\text{max}} \) impact force (local maximum)
\( f_{\text{Ri}} \) Rice frequency
\( f_s \) reduced frequency, \( f_s = f_D/V \)
\( \text{fs} \) fluid-structure index
\( f_t(z,t) \) turbulent force per unit of length
\( H(\cdot) \) Heaviside’s step function
\( j \) gap (positive)
\( j^* \) reduced gap, \( j^* = j/\sigma_0 \)
\( j_0 \) index for shock oscillator with zero gaps
\( k \) stiffness term
\( K \) factor, \( K = 2L_0 \sqrt{(i/2, p_f, V^2, D)^2 / V / D} \)
\( L \) tube length under flow
\( L_e \) equivalent length, \( L_e = \int_0^L \varphi(z) dz \)
\( m \) mass term
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INTRODUCTION

In recent papers [1,2], the authors addressed the problem of predicting the nonlinear vibro-impacting responses of loosely supported heat-exchanger tubes subjected to both turbulence and fluid-elastic coupling forces under cross-flow. These works were based on analytical experiments and numerical simulations.

The test rig is shown in Fig. 1. It consists of a rigid square bundle (3 x 5) surrounding a flexible tube vibrating along the lift direction (D=30 mm, L=0.3 m, reduced pitch P/D=1.5) and impacting its neighbours. The experiments were carried out with water and air-water mixture to cope with single and two-phase flows. First, the tube is unsupported (without loosely support) and the linearized fluid-elastic coupling coefficients, as well as the turbulence excitation, were identified for a significant range of reduced velocity using an active control method.

Then nonlinear experiments were performed under the same flow conditions (without active control) after installing an instrumented loose support in the rig (Fig. 1-Top), composed of two impact stops (one on each side) fixed on the adjacent rigid tubes and whose gap is adjusted with spacers (Fig. 1-Bottom). For each test configuration, both the tube response and the impact forces were measured.

Moreover the experimental vibro-impacting responses of the flexible tube were numerically simulated in the time domain using a nonlinear modal superposition technique encapsulating the linear fluid-elastic coupling coefficients and the turbulent excitation previously identified. A delicate aspect of such a calculation is the real time estimation of a representative “instantaneous” response frequency of the vibro-impacting tube, which is required since the fluid-elastic coefficients depend on the local reduced response frequency. The simple method proposed by the authors to identify such an “instantaneous” frequency through the continual adjustment of a 1-DOF linear system, on a short moving time-window, was found efficient and sufficient, given the satisfying comparison between the experimental results and nonlinear computed
predictions, an example of which is shown Fig. 2. All the details about experimental and computational methods can be found in reference [1].

In complement to these sophisticated but CPU-time consuming calculations, this paper reports a deliberately simplified analysis based on a simple 1-DOF modal shock oscillator, addressed in the frequency domain. One of the motivations of this work is a better understanding of the underlying physics, especially about the dynamic equilibrium which tends to stabilize the fluid-elastically unstable vibro-impacting tube, in connection with the increase in the apparent frequency of the system with the impacts (see [1]).

As a first step, the current analysis is focused on the single-phase experiments under water cross-flow.

**SHOCK OSCILLATOR MODEL**

The shock oscillator (see Fig. 3) is composed of a linear mass-spring-dashpot oscillator restrained by two stops with gap (one on each side). Each intermittently acting stop is made of a linear spring and viscous dashpot in parallel. The shock oscillator displacement corresponds to the lateral displacement of the flexible tube in front of the loosely support.

The components of the linear oscillator act for the mass, damping and stiffness of the fluid-structure coupled system that constitutes the “dry” tube under the action of the fluid-elastic forces (added mass included).

The stop spring models the impact rigidity mainly due to the local shell stiffness of the tube, whereas the associated dashpot should express the whole dissipation mechanisms due to impacts: high modes excitation, radiation damping, local plasticity...

The external force, which is assumed to be a white noise, represents the turbulence excitation generated by the cross-flow.

**Modal Shock Oscillator**

Assuming 1-DOF behaviour, the lateral motion of the flexible tube is projected on its first cantilever beam mode (without stop); one obtains:

$$\frac{m_1}{\varphi_s^2} \ddot{x} + \frac{c_{fs}}{\varphi_s} \dot{x} + \frac{k_{fs}}{\varphi_s} x = \int \Phi(x) f(t) dx - f_{c1} - f_{c2}, \quad (1)$$

where \(x(t)\) is the tube displacement at the stops location; the modal mass \(m_1\) includes the added mass due to still water (without flow); the modal fluid-structure factors \(c_{fs}\) and \(k_{fs}\) take into account the fluid-elastic coefficients:

$$c_{fs} = 2 m_1 \zeta_1 \omega_1 + 1/2 \rho_f D V c_d L_e;$$

$$k_{fs} = m_1 \omega_1^2 + 1/2 \rho_f V^2 c_k L_e;$$

the first right term corresponds to the turbulence excitation, while the last ones, \(f_{c1}\) and \(f_{c2}\), represent the intermittent action of stops.

The force balance of Eqn. (1) is dimensional and gives the physical motion of the tube under the 1-DOF assumption. The transposition with Fig. 3, the equation of which is:

$$\frac{m_0}{\varphi_s^2} \ddot{x} + \frac{c_0}{\varphi_s} \dot{x} + \frac{k_0}{\varphi_s} x = f(t) - f_{c1} - f_{c2},$$

is direct.

**Turbulence Excitation**

The turbulence excitation generated by the water cross-flow has been found in the experiments [1] very close to the logarithmic bi-slope envelope spectrum proposed by Axisa et al. [3]:

$$S_{ref}^{eq}(f_r) = 4.10^{-4} f_r^{-0.5} \quad \text{for} \quad 0.01 \leq f_r \leq 0.2, \quad (2-a)$$

$$S_{ref}^{eq}(f_r) = 3.10^{-6} f_r^{-3.5} \quad \text{for} \quad 0.2 \leq f_r \leq 3. \quad (2-b)$$
So the reference spectrum of Eqn. (2) has been taken in the analysis, more precisely the equivalent spectrum: given by 
\[ \tilde{S}_eq^f(f) = (L_{ref}/L) (D/D_{ref}) \tilde{S}_{ref}^e(f) \]

(see [3] for detail).

**Associated Linear Oscillator (ALO)**

The ALO is defined from Fig. 3 by suppressing the stops or considering infinite gaps. It is characterized by the following eigenfrequency and reduced damping:

\[ \omega_0 = \frac{k_{fs}}{m_1}, \quad f_0 = \frac{\omega_0}{2\pi}, \quad \xi_0 = \frac{c_{fs}}{2m_1\omega_0}. \]

Under the white noise approximation at the reduced frequency, \( f_0 = f_0D/V \), the ALO displacement response has the following variance:

\[ \sigma_0^2 = K.L.E - \tilde{S}_e^f(f_0) \frac{\xi_0^2}{\xi_0^2 + \omega_0^2}. \]  

(3)

**FOKKER-PLANCK EQUATION**

The Fokker-Planck equation (also named forward Kolmogorov eqn.) is a partial derivatives equation which drives the probability density function (PDF) of stochastic diffusion processes, a class of homogeneous Markov processes. It can be applied to mechanical systems on the strict conditions of white excitations (\( W \)) and description in the phase space (\( \mathbf{X} \)), [4,5].

By writing the associated stochastic differential equation, \( d\mathbf{X}(t) = b(\mathbf{X}(t))dt + \sigma dW(t)^2 \), where the first right term acts for the deterministic drift and the second one for the stochastic diffusion, the Fokker-Planck equation is expressed as [5]:

\[ \frac{\partial p(\mathbf{X},t)}{\partial t} = \sum_{i=1}^{n} \frac{\partial}{\partial x_i} \left[ b_i(\mathbf{X},t)p(\mathbf{X},t) \right] + \frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{n} \frac{\partial^2}{\partial x_i \partial x_j} \left[ \sigma_{ij}(\mathbf{X},t)p(\mathbf{X},t) \right] \]

with \( \sigma = \sigma_{ij} \), and the left term \( \partial p/\partial t \) equal to zero for stationary regimes.

But this equation, when derived for the shock oscillator of Fig. 3, has no analytical solution and must be numerically solved.

**Shock Oscillator With Undamped Stops**

When stops are undamped (\( c_1 = c_2 = 0 \)), there is a simple analytical solution for the stationary regime [6]:

\[ p(x,\dot{x}) = C.\exp \left[ \frac{1}{2\sigma_{x_0}^2} \left( \frac{2U(x)}{k_0} \right) - \frac{\dot{x}^2}{2\sigma_{x_0}^2} \right]. \]

(4)

with \( C \) the PDF normalization constant given in Appendix A. Equation (4) permits to derive analytical formulations for the shock oscillator [7].

**Crossing Rate.** By applying the well-known Rice formula, \( v_{a+}^+ = \int p(a,\dot{x})d\dot{x} \), one obtains:

\[ v_{a+}^+ = v_0^+ \exp \left[ -\frac{1}{2\sigma_{x_0}^2} \frac{2U(a)}{k_0} \right]. \]

(5)

with \( v_0^+ = \frac{f_0}{A} \) (see Apdx. A for \( A \)). Therefore, the frequency impact of the right stop is:

\[ v_{j_2}^+ = v_0^+, \exp \left[ -\frac{j_2^2}{2} \right]. \]

**Rice Frequency.** One has (with \( G \) given in Apdx. A):

\[ f_{Ri} = \frac{1}{2\pi} \left( \frac{\sigma_{x_0}^2}{\sigma_{x_0}^2} \right) = f_0 \left( \frac{A}{\sqrt{G}} \right). \]

(6)

**Impact Mean Force.** Under a “narrow band assumption” - one single peak, i.e., only one local maximum of the impact force, per stop contact - one has for a symmetrical shock oscillator:

\[ \left\{ \begin{array}{l}
E[f_{\text{max}}] = \sqrt{\frac{\pi}{2}} \frac{\alpha}{\sqrt{1+\alpha}} \exp \left[ \frac{j^2}{2(1+\alpha)} \right] \text{erfc} \left( \frac{j}{\sqrt{2(1+\alpha)}} \right)
\end{array} \right. \]

Equivalent Linear Damping

The above formulations are only available for undamped stops. But the stop damping is the only way to dissipate energy in the shock oscillator model as the flow-coupled system becomes linearly unstable. So, for keeping an analytical frame, a crude equivalent linear damping, taking into account the stop damping in pro rata of contact duration has been adopted. For symmetrical oscillators (\( c_1 = c_2, k_1 = k_2, j_1 = j_2 \)), \( c_{eq} = c_0 + (T_c/T_c)c_1 \), or:

\[ c_{eq} = c_0 + \frac{\exp(-j^2/2)}{A}\sqrt{1+\alpha} E[f_{\text{c}}]^c c_1. \]

(8)

In first approximation, \( E[f_{\text{c}}]^c = E[f_{\text{c}}]T_{j0}/2 \approx 1 \), in which

\[ T_{j0} = 2\pi \sqrt{m/(k_0 + k_1)} \]

is the period of the shock oscillator with zero gaps.

---

ITERATIVE PROCESS

The displacement response of a weakly damped linear oscillator under stationary white noise is characterized by a peaked power spectral density (PSD) and time envelope with large fluctuations. On the contrary, a shock oscillator exhibits a relatively flat time envelope due to stop limitation, but an enlarged PSD given the nonlinear relation between the response amplitude and the apparent or “instantaneous” frequency [6].

The fluctuation of the “instantaneous” frequency, which is specific to any system with stops, is here complicated by the frequency dependence of the fluid-elastic damping and stiffness coefficients, \( c_d(f_r) \) and \( c_k(f_r) \), but also by the frequency content of the random excitation given by Eqn. (2), the slope of which is very abrupt. Such a fluctuation is shown in Fig. 2 as finally resulting from strong and complex interaction between tube motion, stops penetration, fluid-damping, fluid-stiffness and turbulence excitation, that only time-history calculations can capture.

Nevertheless, in addition to the 1-DOF assumption about tube motion, it is supposed in the current analysis that the central or “equivalent” frequency, around which the “instantaneous” frequency fluctuates, may be directly apprehended from an iterative process in the frequency domain ensuring the four items - stops penetration, fluid-damping, fluid-stiffness and excitation and elimination level - are consistent in frequency. Equation (1) is used for this, in the frequency domain, with convergence on the reduced frequency constructed on the Rice frequency. In other words, at the end of the iterative process, the Rice frequency \( f_{Ri} \) given by Eqn. (6), the fluid-elastic damping and stiffness coefficients \( c_d(f_r) \) and \( c_k(f_r) \) extracted from the linear experiments [1] and the random excitation level \( S_{ef}^R(f_r) \) given by Eqn. (2) are coherent, i.e. one has:

\[
f_r = f_{Ri}.D/V .
\]

For practical reasons the iterative process is “temporized” as: \( A_u^+ = (\eta_u.\Delta_u + \eta_p.\Delta_p)/\eta_u + \eta_p \), with the quantity of interest, \( p \) index for previous value, \( u \) for updated one (- before, + after), \( \eta \) the weight coefficients.

The “equivalent” frequency approximates the time average of the “instantaneous” frequency. So the dynamical static equilibrium implied by Eqn. (1) under this “equivalent” frequency should capture the preponderant vibro-impacting regime of the tube.

RESULTS

The analysis is conducted for the single-phase tests in water cross-flow for two gap sizes: 0.5 mm and 1.0 mm (gap on each side). Results are provided in function of the flow velocity from 0.5 to 4.0 m/s with a step of 0.1 m/s. They are compared to the experimental ones and previous time-history (TH) calculations, both given in reference [1]. They are shown in Figs. 4-11 and commented in the following sub-sections. The fluid-elastic stiffness and damping coefficients as a function of the reduced frequency, as well as the turbulence spectrum used in the computations, are shown in Figs 9-11.

Model Data

The first mode of the cantilever tube (in still water, without stop) has a measured frequency \( f_0 = 18 \) Hz with a reduced damping \( \zeta_i = 1\% \).

The stops system is assumed to be fully symmetrical, \( k_1 = k_2 = k_1 \), \( c_1 = c_2 = c_j \), \( j_1 = j_2 = j \). The stop stiffness is \( k_j = 10^6 \) N/m, while a reduced damping of the mass-stop system, \( \zeta_j = c_j/2\sqrt{k_j.m} = 2\% \), has been taken.

Rice Frequency (Fig. 4)

One notices in Fig. 4 the general good agreement even if the experimental slope is slightly weaker. The evolution with flow velocity is quite a straight line and the apparent frequency at \( V=4 \) m/s is approximately twice the cantilever tube frequency whatever the gap size; (a little higher for \( j=0.5 \) mm than for \( j=1.0 \) mm).

Impact Frequency (Fig. 5)

Although correct in order of magnitude, the 1-DOF analysis fails in capturing the precise slope and values of experiments and time-history calculations especially for \( V \geq 2.5 \) m/s. The impact frequency, which is provided by \( \nu_j^+ = 2.\nu_0^+ \exp(-j.\nu^2/2) \), is overestimated and tends to twice the zero crossing frequency given the very low reduced gaps obtained for high flow velocity; e.g. \( j^* = 0.3 \) for \( V=4 \) m/s.

Mean Impact Force (Fig. 6)

The 1-DOF analysis is close to the time-history calculations (with same slopes) but overestimates the experimental results up to 45% for \( V=4 \) m/s.

Power Balance (Fig. 7)

The comparison is only made with the time-history calculations as this information is not available through the experiments. The trends are qualitatively correct. Turbulence always injects energy into the system while structural damping (tube and stops) always dissipates it, which is obvious. But the sign of the fluid-elastic power is gap dependent. The fluid-elastic damping force is always dissipative for the gap size of 0.5 mm, whereas it is slightly dissipative then injective when the flow velocity increases (\( V > 3 \) m/s) for the larger gap size of 1.0 mm. This is illustrated in Fig. 10 where the 1-DOF calculation points are circled on the \( c_d(f_r) \) experimental curve, from right to left as the flow velocity increases.
Nevertheless the power balance produced by the 1-DOF analysis is relatively imprecise: too much power is injected by turbulence (up to 30%) and not enough by fluid-damping force when injective.

**DISCUSSION**

The above results must be judged with respect to the simplified method that has been adopted and the severity of the initial problem. For example not only the fluid-damping acts a lot for high flow velocity, but also the fluid-stiffness (Fig. 9), which produces an eigenfrequency drop up to 45% leading to very large stiffness ratios in the shock oscillator, \( \alpha \sim 500 \).

First the 1-DOF, i.e. 1-MODE, behaviour of the tube motion is a very crude assumption given the large impact forces which are well known for exciting higher modes. Secondly the dynamic problem reduction to frequency coherence in Eqn. (1) may be controversial depending on the gap size.

**Gap size \( j=0.5 \) mm**

The smaller gap, \( j=0.5 \) mm, is the easiest case as the fluid-elastic damping force is always dissipative (Fig. 7 & 10). The ALO reduced damping is shown in Fig. 8 where the final high value (\( \xi_{nf} = 18\% \) for \( V=4 \) m/s) must be noted. More than the stop damping, this is mainly due to the fluid-damping (see Fig. 10 to be multiplied by \( V \)) and the previously evoked frequency drop.

Finally the main criticism lies here in the white noise approximation. Under this required assumption, the power injected by the turbulence excitation is [7]:

\[
P_I = K.L.C_\text{nf} \frac{\xi_{nf}(f_r)}{4.m_I},
\]

with the reduced frequencies, \( f_r = f_R.D/V \), located on the abrupt logarithmic slope of -3.5 according to Fig. 11 and Eqn. (2). The injected power is very sensitive to \( f_r \) given this slope. But above all, higher is the slope and less good is the white noise approximation for moderate damping. As easily demonstrable, the power injected into a linear oscillator by a coloured noise of slope -2 is equal to the one of a white noise (hold at the oscillator frequency) since the low frequency power excess exactly compensates the high frequency deficit. But “above” -3, it is not true at all [7]. More than a question of power, the coloured excitation is then very far from a white noise excitation, especially through its low frequency content which creates significant forced responses.

In other words, given the turbulence DSP slope, the white noise approximation which is required for using the Fokker-Planck equation introduces a major bias that should be corrected.
Gap size \( j=1.0 \) mm

This case is more complicated as fluid-damping injects energy at high flow velocity. This injection is found too weak in the 1-DOF analysis as the converged reduced frequencies are a little too high (see Fig.4 & 10). The ALO equivalent damping may be suspected in such a result in addition to the white noise approximation. Equation (8) is just an artifice for “saving” the Fokker-Planck analytical approach but has no solid foundation. The damping value reaches \( \xi_0 = 7\% \) for \( V=4 \) m/s (Fig. 8), which shows the stops solicitation.

For the cases of negative fluid-structure damping, an alternative approach, outside the Fokker-Planck frame, has also been tested but is not reported due to lack of space. It was built on a simple energy balance between the injective part (turbulence and fluid-structure damping) and the dissipative one (stops damping) during one harmonic limit cycle. Results are in the same order of magnitude, the “apparent” frequency is well in continuity of the previous Rice frequency but the impact frequency is too high (twice the zero crossing rate by construction) and the “mean” impact force too low as no fluctuation is present in the cycle amplitude.

CONCLUSION

The objective of this study was to analyze in the first order the dynamics of tubes loosely supported and subjected to turbulence and fluid-elastic forces. The simplified method that has been adopted is based on a “double” drastic reduction: 1-DOF shock oscillator under 1-Frequency (the predominant “apparent” frequency). All formulations are analytical. Results are instantaneous and relatively satisfactory given the hardness of the initial problem.

Nevertheless the biases inherent to the method must be classified by order of importance. Among them, the 1-DOF reduction, the white noise approximation, the equivalent linear damping due to stops, the model parameters, the way of “averaging” the instantaneous frequency... Time-history calculations and numerical resolutions of the Fokker-Planck equation should be performed for this purpose. But concerning the Fokker-Planck equation, the task is complicated by the stop stiffness and white noise filters required to recover the DSP slope (-3.5).

It is the firm belief of the authors the consolidation of the current results can significantly aid for the deep understanding and quantification of the stabilization process of linearly unstable tubes which occurs with the increase in the apparent frequency due to impacts. This understanding is currently only qualitative, for example the quasi-straight line of Fig. 8 (the “apparent” frequency is proportional to the flow velocity) is not fully explained.
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Appendix A: Constants from Fokker-Planck Formulations

The following constants are given for symmetrical shock oscillators: \( k_1 = k_2 \), \( j_1 = j_2 \). Similar formulations exist for non symmetrical oscillators.

\[
C^{-1} = 2.\pi \sigma_{x0}\sigma_{\dot{x}0}\cdot A \quad (10)
\]

\[
A = \left[ \text{erf} \left( \frac{j^*}{\sqrt{2}} \right) + \frac{1}{\sqrt{1+\alpha}} \cdot \exp \left( -\frac{j^*^2}{2(1+\alpha)} \right) \cdot \text{erfc} \left( \frac{j^*}{\sqrt{2(1+\alpha)}} \right) \right] \quad (11)
\]

\[
G = \left[ \text{erf} \left( \frac{j^*}{\sqrt{2}} - \frac{\pi}{2} \cdot \frac{j^*}{\sqrt{2}} \cdot \frac{\alpha^2}{(1+\alpha)^2} \cdot \exp \left( -\frac{j^*^2}{2} \right) \right) + \text{erfc} \left( \frac{j^*}{\sqrt{2(1+\alpha)}} \cdot \frac{1}{(1+\alpha)^{3/2}} \cdot \exp \left( -\frac{j^*^2}{2} \cdot \frac{\alpha^2}{1+\alpha} \right) \right) \right] \quad (12)
\]
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ABSTRACT
Fretting-wear of steam generator tubes is an important issue in the nuclear power industry. The two-phase cross-flow induces vibration of the U-tubes causing impacts and rubbing against the anti-vibration bars (AVB) and leading to premature fretting-wear damage. The objective of this project is to study experimentally the tube dynamics by reproducing the tube/AVB configuration as encountered in steam generators. The vibration response of the tube and the fretting-wear work-rate are measured in terms of displacement and contact force. For random excitation forces around the first and second modes of the tube, results show sliding and impacts of the tube against the AVB. This study also shows similar behavior of the fretting-wear work-rate as a function of clearance and preload for excitation forces around the first and second modes. In both cases, the work-rate is low for all clearances and high when there is a preload between the tube and the AVB.

INTRODUCTION
In steam generators of CANDU nuclear reactors, thermal energy is transferred from a primary loop to a secondary loop to convert water into steam. The primary loop contains high pressure heavy water heated by the nuclear fission reaction. The heavy water circulates inside U-tubes contained in the steam generator. The secondary loop is a flow of water that passes through the U-tube bundles. Heat transfer takes place to convert water of the secondary loop into steam. Steam is then used to run turbines that provide electricity.

Two-phase steam/water cross flow of the secondary loop induces vibration of the U-tubes. To prevent large vibration amplitudes, the tubes are supported by anti-vibration bars (AVB) in the U-bend region. Minimum clearances between the tubes and the AVBs are set to allow thermal expansion of the tubes and to prevent fretting-wear damage. Unfortunately, larger clearances occur in some steam generators causing significant impacts and rubbing of the U-tubes against the AVB. Premature fretting damage often leads to tube failure, resulting into power plant shut-downs and costly repairs. Therefore, to avoid such damage it is necessary to understand the dynamic behavior of the tubes subjected to two-phase cross flow.

The dynamic behavior of the tubes depends on vibration excitation mechanisms and damping. Several studies were conducted regarding two-phase cross-flows and their resulting mechanisms [1-6]. One of the most important excitation mechanisms is fluid-elastic instability which occurs from the interaction between flow-induced dynamic forces and tube motion. When fluid velocity is critical, instability occurs; the vibration response of the tubes increases drastically, causing large impacts and rubbing against the AVB. Random excitation forces due to turbulent flow and periodic wake shedding mechanisms can also contribute to vibration excitation forces.

To predict the service life of steam generator U-tubes, normal fretting-wear work-rate is the parameter used [7]. This variable was introduced in literature in 1984 to quantify the rate of dissipated energy at the contact point of two parts [8]. It depends on operating conditions within the steam generator and the characteristics of the dynamic interaction between the tubes and the AVBs, such as...
excitation frequency and amplitude as well as contact force and sliding distance. Normal fretting-wear work-rate is defined as the product of normal contact force $F_N$ and sliding distance $s$ averaged over time, as described by the following equation:

$$ W_N = \frac{1}{T} \int_0^T F_N(t) \, ds $$  

(1)

To meet recommended service life of steam generator tubes, the normal fretting-wear work-rate should be less than 1mW [9]. Many numerical models were developed to predict the dynamic behavior of the tubes in interaction with the AVBs and to estimate the fretting-wear work-rate [10-13]. These models are evolving as they are developed from experimental knowledge. Experimental studies are conducted to understand the vibration mechanisms encountered in steam generators [14].

In the present experimental study, the vibration behavior of a tube in interaction with an AVB is studied by reproducing the tube-to-support configuration as encountered in steam generators of nuclear reactors. Time responses of tube displacement and contact force at the AVB are measured in order to analyze the vibration response of the tube and to compute the normal fretting-wear work-rate.

In the following sections, an overview of the experimental setup and procedure is first presented. Then, the vibration response of the tube is analyzed from time signals and frequency spectra. Finally, the fretting-wear work-rate is calculated as a function of clearance or preload between the tube and the AVB for different excitation forces.

**EXPERIMENTAL SETUP**

The objective of the experimental setup, shown in Fig. 1, is to study the dynamic behavior of a tube in interaction with an AVB by duplicating a realistic steam generator tube-to-support configuration. To simplify the experimental model, a simply supported straight tube replicates a steam generator U-tube with the largest radius of curvature. A fixed flat bar at mid-span is used as a steam generator AVB. The tube (1) is provided with extension links at both ends, and is fixed to an I-beam mounting post (2) with bottom and top supports (3). The AVB displacement assembly (4) is also fastened to the I-beam mounting post which is fixed to a structural concrete column of the building. Electromagnetic shakers (5) are used to simulate the flow induced vibration excitation forces. The test-rig is also instrumented with laser position sensors and force sensors.

The Inconel 690 tube is 2.5m long, has a 15.9mm outer diameter and a 0.965mm wall thickness. The stainless steel extension links at both ends of the tube are bone shaped to allow tube bending at natural frequencies close to those of simple support conditions. The bottom extension link (6) has a circular neck. One end is bonded
inside the tube with Loctite while the other end is squeezed between two parts of the bottom support (7) with screws (8). The top extension link (9) has one end bonded inside the tube while the other end is clamped inside the top support (10). A square neck is provided to uncouple the displacement of the tube in the Y and Z directions. Consequently, the tube is preferentially flexible in those two principal directions. It also has a flat surface to prevent rotation of the tube inside the support and to ensure a consistent position of the tube for each assembly of the test rig.

The AVB displacement assembly, shown in Fig. 3, allows varying the position of the AVB relative to the tube. The 410SS AVB (11) (56mm x 25,3mm and 3,7mm thick) is mounted on a translation stage (12) through a 90° bracket (13). The position of the stage is changed by a micrometer screw which has an accuracy of 1µm. Different clearances or preloads between the tube and the AVB can be set. For example, a tube deflection of -100µm corresponds to a preload of 0,149N.

The electromagnetic shakers are located 0,88m above the center of the tube. They attract a ferromagnetic target located inside the tube. An excitation signal is generated by a signal analyzer and transmitted to an amplifier. The amplified signal then passes through a diode bridge that separates the positive and the negative portions of the wave. The positive portion is transmitted to one of the electromagnets while the negative portion is transmitted to the other, so that the tube is successively attracted by each of the electromagnets. The excitation is applied along the Y direction, parallel to the flat bar, as seen in Fig. 1.

In Fig. 3, two piezoelectric force sensors (14) are positioned between the AVB and the 90° bracket. They measure the dynamic contact force of the tube against the AVB at mid-span along Z. The force sensors are discharged in about 5 seconds when a static force is applied, therefore only dynamic loads are measured. The output voltage is 0,494V/N ± 0,1%, and the optimal operating range is from 0,979N to 9,790N.

Finally, two laser sensors (15) measure the position of the tube at mid-span along Y and Z as shown in Fig. 3. The beams are directly pointing on the flat surfaces of a ring (16) around the tube, so that the curvature of the tube does not generate reading errors. One side of the ring is cut off to avoid interference between the tube and the AVB when interacting. The output voltage of the laser sensors is 0,2V/mm ± 0,1%, the measuring range is 50mm and they have a resolution of 8µm.

**EXPERIMENTAL PROCEDURE**

In a previous experimental study, it was shown that the use of random noise in a 10Hz bandwidth around each natural frequency of the tube is suitable to approximate flow-induced excitation in steam generators [15]. This study also revealed that all odd bending modes have similar dynamic behavior. However, a different behavior was observed for all even modes. For those reasons, random excitation forces in a 10Hz bandwidth around the first and second modes of the tube are used. Fig. 4 shows bending mode shapes of the tube.

![FIGURE 4: MODE SHAPES OF THE TUBE](image)

**Excitation Frequencies**

The natural frequencies of the tube were obtained by conducting an impact test on the tube to excite a large frequency range. In Table 1, the first four experimental natural frequencies obtained are compared to the theoretical values of a tube simply supported at both ends. The experimental versus theoretical natural frequencies confirm that the configuration of a simply supported tube is an adequate representation since the relative errors are less than 10% for each mode. The natural frequencies of the first and second modes are respectively 7,25Hz and 26,50Hz. Random excitation forces will then be applied in a 10Hz bandwidth around those two frequencies.

<table>
<thead>
<tr>
<th>Mode</th>
<th>Theoretical Hz</th>
<th>Experimental Hz</th>
<th>Relative errors %</th>
<th>Excitation range Hz</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>6,62</td>
<td>7,25</td>
<td>9,52</td>
<td>2,25-12,25</td>
</tr>
<tr>
<td>2</td>
<td>26,49</td>
<td>26,50</td>
<td>0,04</td>
<td>21,50-31,50</td>
</tr>
<tr>
<td>3</td>
<td>59,60</td>
<td>55,40</td>
<td>7,05</td>
<td>---</td>
</tr>
<tr>
<td>4</td>
<td>105,95</td>
<td>98,60</td>
<td>6,94</td>
<td>---</td>
</tr>
</tbody>
</table>

**Excitation Amplitudes**

The random forces induced by a two-phase cross flow can be evaluated by the equivalent power spectral density (EPSD) recommended in steam generators of nuclear reactors [16]. This method is therefore used to calculate...
tube displacements similar to those found in steam generators.

Assuming a void fraction of 80% in the U-bend section of the tubes, a flow rate of 5m/s and mechanical and geometric properties of the Inconel tube, the mid-span RMS displacement should not exceed 3.79mm. The supplied electromagnetic voltage used to obtain a displacement of 3.79mm at the center of the tube is 8.06V. This voltage is supplied to the electromagnetic shakers in a 10Hz bandwidth around 7.25Hz and 26.50Hz.

**Experimental Protocol**

Time signals of mid-span position and contact force are obtained using the real time frequency analyzer OROS via the graphical user interface NVGate. Sampling frequency and acquisition window are respectively set to 32 768Hz and 100 seconds.

The AVB is positioned manually at a distance of 0µm relative to the surface of the tube. The desired clearance or preload is then adjusted relative to 0µm. Three data acquisitions are conducted for each position of the AVB: 1) using no excitation force, 2) using a supplied voltage of 8.06V in the 2.25Hz to 12.25Hz bandwidth and 3) using a supplied voltage of 8.06V in the 21.50Hz to 31.50Hz bandwidth. Data acquisitions are performed for clearances between -4000µm and 4000µm (80 positions). Recall that a tube deflection of -100µm corresponds to a preload of 0.149N. The full procedure is then repeated four times for a total of 1200 tests lasting 100 seconds each.

Finally, noise reduction processing is performed by a Matlab code to attenuate the noise in displacement and contact force time signals. Band-cut filters are applied around specific frequencies to reduce the mechanical noise originating from the vibration of the supporting structure. Electromagnetic noise originating from the measuring system components is eliminated from the signals by applying upper and lower noise thresholds, which are estimated from the sensors noise levels.

**VIBRATION RESPONSE ANALYSIS**

The vibration analysis aims to study the system response regarding the trajectory of the tube and the contact force spectra. Since a significant number of tests were conducted, the vibration analysis is only presented for a targeted sample of results, which represent all the distinctive behaviors in the experiments. For all 80 configurations, the analysis is exclusively shown for clearances 0µm, 500µm, 2000µm and 4000µm and for preloads corresponding to tube deflections -50µm, -150µm, -250µm and -500µm.

**Tube Trajectory**

The trajectory of the tube is observed using Lissajous figures. In those figures, the position of the tube along Y is plotted as a function of the position along Z. The Y-axis is in the same direction as the excitation force and parallel to the AVB, and Z-axis is normal to the excitation force, as shown in Figs. 1 to 3.

For excitation force around the first mode, the mode shape of the tube has an antinode at mid-span as seen in Fig. 4. Displacement is then maximal at this location. Figure 5 shows the trajectory of the tube in the YZ plane for different clearances between the tube and the AVB. The curves represent the trajectories of the tube and the thick vertical lines indicate the location of the AVB. For clearances 0µm and 500µm, the displacement is mainly parallel to the AVB. The AVB guides the movement of the tube in the Y direction and prevents whirling. However, at 500µm, the movement of the tube is slightly oblique, likely due to a small offset in the excitation direction with respect to the AVB. The contact consists of sliding combined with impacts. The vibration amplitude increases as the clearance enlarges. Beyond 500µm, whirling of the tube is observed. The displacement along Z increases, but it decreases in the Y direction. Compared to a clearance of 4000µm where there is no contact between the tube and the AVB, sliding and impacts are still present for a clearance of 2000µm. At 4000µm, the tube rotates around its initial position without touching the AVB.

![FIGURE 5: TRAJECTORY OF THE TUBE FOR EXCITATION AROUND MODE 1 FOR CLEARANCES: A) 0µm B) 500µm C) 2000µm D) 4000µm.](image-url)
the tube is almost zero. The friction force due to preload is high enough relative to the excitation force to prevent any vibration.

When the excitation force is around the second mode of the tube, there is a node at mid-span as seen in Fig. 4. The displacement should then always be zero at this location of the tube regardless of clearance or preload. For clearances above 10µm, practically no displacement and no contact force were observed. Thus, only preload configurations are shown in this analysis. Figure 7 presents the tube trajectory at different preloads for an excitation force around the second mode. Compared to the expected behavior, displacements are relatively high. At -150µm, the maximum displacement along Y and Z are respectively about 300µm and 100µm. Moreover, compared to an excitation force around the first mode, the tube has a small two-dimension random motion rather than a displacement along Y. Finally, the tube response decreases as the preload increases.

FIGURE 6: TRAJECTORY OF THE TUBE FOR EXCITATION AROUND MODE 1 FOR PRELOADS: A) 0µm B) -50µm C) -150µm D) -250µm E) -500µm.

Contact Force

The contact force between the tube and the AVB is analyzed by inspecting some of the time signals and frequency spectra. Recall that the contact forces are measured in the Z direction, normal to the AVB. The total force is obtained by adding time signals of the two force sensors and the static preload force when applicable.

For excitation forces around the first mode, the tube has an antinode at mid-span. The contact between the tube and the AVB consists of sliding combined with impacts. For a clearance of 500µm, Fig. 8a) shows the contact force time signal zoomed on several impacts.

FIGURE 8: TIME SIGNAL OF THE CONTACT FORCE FOR EXCITATION AROUND MODE 1 AND A CLEARANCE OF 500µm. A) OVERVIEW B) MAGNIFIED
There are approximately seven impacts over a period of 1 second, which corresponds to the first natural frequency of the tube (7.25 Hz). After an impact, the force does not drop immediately to zero due to a short period of rubbing between the tube and the AVB. To visualize the shape of an impact, Fig. 8b) shows the signal zoomed on one impact. Multiple impacts over a short period of 0.002 second are observed during the interaction. This can be explained by higher modes being excited when the tube is impacting against the AVB.

For an excitation force around the first mode, contact force spectra are calculated from time signals for different clearances as seen in Fig. 9. For a clearance of 0 µm, force magnitude is low for all frequencies. However, the spectral content is mainly located at low frequencies. There is a small peak at 7.25 Hz which corresponds to the first natural frequency of the tube. For clearances 500 µm and 2000 µm, harmonics of the first natural frequency of the tube are present in the spectra. This is caused by the discontinuous and triangular shape of the impacts seen in Fig. 8. Finally, at 4000 µm, there is no contact between the tube and the AVB as it was also observed in the trajectory of the tube of Fig. 5d).

For preloads, the tube rubs against the AVB. No impacts are detected, but only sliding of the tube against the AVB. For a preload corresponding to a tube deflection of -250 µm, Fig. 10 shows time signal magnifications of the contact force. Compared to Fig. 8 when there is a clearance, the waveform illustrates a complete different behavior. Discontinuous segments of near-sinusoidal waves combined with flat segments corresponding to the static preload force are noticed. This alternating behavior is consistent with the «stick-slip» phenomenon often observed during relative sliding of two bodies [17]. «Stick-slip» can be explained by the Coulomb friction laws which involve static and dynamic friction. When there is no sliding, static friction occurs. Otherwise, if the tube is in motion, dynamic friction occurs. Since the static friction coefficient is greater than the dynamic friction coefficient, larger effort is required to provoke tube displacement from rest than to maintain its motion.

By inspecting the spectra in Fig. 11 for an excitation force around the first mode, we notice an important spectral component at the first natural frequency for preloads 0 µm, -50 µm and -150 µm.

![Figure 9: Spectra of the contact force for excitation around mode 1 for clearances: A) 0 µm B) 500 µm C) 2000 µm D) 4000 µm.](image)

![Figure 10: Time signal of the contact force for excitation around mode 1 and a preload of -250 µm.](image)

![Figure 11: Spectra of the contact force for excitation around mode 1 for preloads: A) 0 µm B) -50 µm C) -150 µm D) -250 µm E) -500 µm.](image)
A lower peak at the second natural frequency (26.50Hz) is also observed. Even if the excitation force is around the first mode, impacts excite all modes to different degrees. For a higher preload corresponding to a tube deflection of -250µm, the magnitude at the first natural frequency is reduced while the second natural frequency is amplified. Finally, for a preload of -500µm, there is no dynamic force between the tube and the AVB.

For an excitation force around the second mode, Fig. 12 shows the contact force spectra for different preloads. At 0µm, -50µm and -150µm, predominant spectral contents are seen at 26.50Hz, 53.50Hz and 81.25Hz. Those frequencies represent respectively the second natural frequency of the tube and its harmonics. The presence of harmonics is due to the time signals of the contact force which are not perfect sinusoids. For a higher preload of -250µm, both harmonics are attenuated. Finally, when the preload is increased to -500µm, the dynamic force between the tube and the AVB is zero for all frequencies.

![Figure 12: Spectra of the contact force for excitation around mode 2 for preloads: A) 0µm B) -50µm C) -150µm D) -250µm E) -500µm.]

**Fretting-wear work-rate**

Since data acquisition converts the analog signal into a series of discrete points, the integral of Eq. 1 is modified into a summation to compute the work-rate. Moreover, as the laser sensors measure the mid-span position of the tube, positions are converted into displacements.

For the position time signal \( y(t) = \{ y_1, y_2, y_3, ..., y_n \} \), where \( n \) is the number of points contained in the signal, the displacement of the tube can be obtained as follows:

\[
\delta_s(t) = \{ \delta_s_1, \delta_s_2, \delta_s_3, ..., \delta_s_{n-1} \} = \{ y_2 - y_1, y_3 - y_2, y_4 - y_3, ..., y_n - y_{n-1} \}
\]

By multiplying the contact force time signal \( F(t) = \{ f_1, f_2, f_3, ..., f_n \} \) with the displacement signal \( \delta_s(t) \), the fretting-wear work-rate can be evaluated as:

\[
w^* = \frac{1}{T} \sum_{i=1}^{n-1} f_i(y_{i+1} - y_i)
\]

In Fig. 13, fretting-wear work-rate is computed as a function of clearance or preload for excitation forces around the first and second modes.

![Figure 13: Fretting-wear work-rate as a function of clearance or preload for excitation force around: A) Mode 1 B) Mode 2.]

For excitation force around the first mode, the mode shape of the tube indicates an antinode at mid-span. As seen in Fig. 13a), the fretting-wear work-rate increases linearly for preloads corresponding to tube deflections between 0µm and -650µm. Even if the displacement of the tube and the dynamic force are small, the work-rate is high due to a constant static force caused by preload. For higher preloads, the work-rate decreases as the friction force becomes greater than the excitation force, and the displacement of the tube tends to zero. A preload of 1.64N corresponding to a tube deflection of -1100µm is required to avoid work-rate higher than 1mW. For clearances above 0µm, the work-rate is lower compared to a preload because the contacts are of short duration and the static force is zero. However, the work-rate is higher than 1mW for all clearances.

When the tube is excited around mode 2, there is a node at mid-span. Therefore, the displacement of the tube is practically zero regardless of clearance or preload. For clearances above 10µm, the work-rate seen in Fig. 13b) is
zero because there is virtually no displacement and no contact force. For small preloads, the work-rate increases linearly, similar to the first mode. It confirms that the static force due to preload has the most significant influence on the work-rate. We also observe higher work-rates when the tube is exited around the second mode. Indeed, for a given preload, the contact force signals are higher for excitation force around mode 2. For all preloads, the work-rate is greater than 1mW.

CONCLUSION
The main objectives of this paper were to study experimentally the vibration behavior of a tube in interaction with an AVB and to compute the fretting-wear work-rate. A test rig that replicates the tube/support configuration as encountered in steam generators was used to measure the mid-span displacement of the tube and the contact force against the AVB.

For an excitation force around the first mode of the tube, the mode shape has an antinode at mid-span. When there is a clearance between the tube and the AVB, the contact consists of combined sliding and impacts. However, for high preloads, there is only sliding because the tube is restricted by the AVB at its center. For an excitation force around the second mode with a clearance, there is no contact force between the tube and the AVB as the mode shape indicates a node at mid-span. When a preload is applied, the contact force is however higher than for an excitation force around the first mode.

From the results obtained in this paper, to ensure the effectiveness of AVBs and to maintain low fretting-wear work-rate, a high preload between the tube and the AVB is recommended if the excitation forces are around the first mode. On the other hand, for excitation forces around the second mode of the tube, a small clearance is recommended.
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ABSTRACT
Fluidelastic instability induced by two-phase cross-flow in a rotated triangular tube array is investigated in this article. Quasi-static fluid forces in the lift direction were measured in two-phase flow for various void fractions at a Reynolds number $Re_{\infty} = 2.8 \times 10^4$. The derivative of the lift coefficient with respect to the non-dimensional displacement in the lift direction was calculated from the measured fluid force coefficients. This derivative is the most important parameter in studying fluidelastic instability in the lift direction.

This derivative was found to be positive in liquid flow and negative in two-phase flow. Interestingly, this derivative seems to vanish at around 5% void fraction. In fact, the tube behaves as in liquid flow when it is close to the equilibrium position and, as in two-phase flow when it is far from the equilibrium position.

The quasi-steady model with a time retardation parameter of order 1 as suggested by Price & Païdoussis (1982, 1983) cannot predict fluidelastic instability for a single flexible tube in a rigid tube bundle when the derivative of the lift coefficient is zero. However, a stability test conducted for 5% void fraction showed that the tube was subjected to fluidelastic instability. A measurement of the time delay inherent to the quasi-steady model for this void fraction is necessary to better understand the instability mechanism.

Stability tests were also carried out for various values of the mass-damping parameter. The damping was varied using viscoelastic rubber. The fluid damping and the added mass were also measured. The fluid damping was found to increase linearly up to a peak of approximately 4% at 70% void fraction. The added mass was compared to the Pettigrew et al. (1989) expression. It was found that this formula underestimates the added mass for void fractions higher than 20% by a large factor. The stability test results show that for a given void fraction, the reduced critical velocity does not vary significantly with the mass damping parameter. The Connors model was also tested against the experimental data which were generally above the Connors curve with $K = 4$.

NOMENCLATURE

$C_D, C_L$ Drag and lift coefficients based on free stream velocity, respectively.

$C_{L,D}$ Derivative of the lift coefficient with respect to the non-dimensional displacement in the lift direction.

$C_{D0}, C_{L0}$ Steady drag and lift coefficients based on free stream velocity, respectively.

$D$ Tube diameter.

$D_0/D$ Confinement parameter.

$f, f_a, f_t, f_r$ Tube frequency, tube natural frequency in air, tube frequency at instability, tube frequency in the flow, respectively.

$K$ Constant of Connors.

$m, m_a$ Tube total mass per unit length, hydrodynamic mass.

$P$ Pitch between tubes.

$Re_{\infty}$ Reynolds number based on upstream velocity.

$Q_G, Q_L$ Volumetric flow rate of gas, liquid phase, respectively.

$U, U_G, U_L$ Fluid velocity, upstream velocity, gap velocity and pitch velocity, respectively.

$U_{\infty}$
\[ U_{\infty} = U_a - \frac{T}{T - 0.5D}, \quad U_p = U_a - \frac{P}{P - D} \]

$T$ Center to center distance between tubes in the cross-flow direction.

$x$ Gas mass quality.

$Y/D$ Non-dimensional displacement in the lift direction.
INTRODUCTION

Tube bundles in steam generators and heat exchangers are subjected to several types of flow induced excitations including turbulence buffetting, periodic excitations and fluidelastic instability. Among these flow induced excitation mechanisms, fluidelastic instability is considered to be the most severe type of excitation and consequently, has attracted a great deal of investigation. However, this research effort has been carried out mostly for single phase flow whereas tube bundles operate generally in two-phase flow.

By measuring the quasi-static fluid forces acting on a tube statically displaced in a tube row and balancing the energy in the in-flow and cross-flow directions, Connors (1970) derived his famous equation, relating the reduced critical velocity to the mass-damping parameter:

\[ \frac{U}{fD} = K \left( \frac{m\delta}{\rho D^2} \right)^{0.5} \]  
(1)

where \( U \) is the fluid velocity, \( f \) the tube natural frequency, \( D \) the tube diameter, \( m \) the tube mass per unit length including the hydrodynamic mass, \( \delta \) the logarithmic decrement and \( \rho \) the fluid density. \( K \) is the Connors constant which is determined experimentally.

Price and Paidoussis (1982, 1983) improved the Connors model under the name of quasi-steady model by taking into consideration the relative flow velocity and the time lag between the fluid forces and the tube displacement. They showed that fluidelastic instability is governed by two different mechanisms: i) a damping controlled mechanism for low mass-damping parameters and ii) a fluid stiffness controlled mechanism or displacement controlled mechanism for high values of the mass-damping parameter. Chen (1983a, b) also brought these two mechanisms into evidence with his unsteady model.

Both Chen (1983a) and Paidoussis & Price (1988) showed that the criterion for a damping controlled mechanism could be written as:

\[ \frac{U}{fD} = K \left( \frac{m\delta}{\rho D^2} \right) \]  
(2)

while for the displacement controlled mechanism the criterion would be the same as the Connors equation:

\[ \frac{U}{fD} = K \left( \frac{m\delta}{\rho D^2} \right)^{0.5} \]  
(3)

The stiffness controlled mechanism can occur only in multiple degrees-of-freedom systems while the damping controlled instability can occur in a single degree-of-freedom system. This means that the Connors model is relevant only for multiple degrees-of-freedom systems.

It is well known (Violette et al., 2006) that the instability threshold in the lift direction is usually much lower than that in the drag direction. For this reason, we have focused on the study of fluidelastic instability in the lift direction.

In the present work, measurements of the quasi-static fluid force coefficients in the lift direction in a rotated triangular tube bundle for various void fractions are presented. Fluidelastic instability measurements for a single tube, flexible only in one direction (the lift direction) are also presented for various void fractions and mass damping parameters. The fluid damping and the added mass were also measured and compared with data available in the literature.

QUASI-STATIC FLUID FORCE COEFFICIENTS

Expression of the Fluid Force in the Quasi-Steady Model

Considering a single flexible tube, flexible only in the lift direction, the quasi-steady fluid force expression in the lift direction adopted from Paidoussis & Price (1988) may be rewritten as (Sawadogo & Mureithi, 2011):

\[ F_y = \frac{1}{2} \rho D U_G^2 \left[ C_{L0} - \frac{C_{D0}}{U_G} \sin \omega \tau \frac{\partial C_L}{\partial y} + \cos \omega \tau \frac{\partial C_L}{\partial y} \right] \]  
(4)

where \( C_{L0} \) and \( C_{D0} \) are the steady lift and drag coefficients, respectively; \( U_G \) is the fluid upstream velocity and \( \omega \) is the tube natural angular frequency; \( \tau \) is the time lag between the tube displacement and the resulting fluid force.

In the quasi-steady model, the fluid damping comes from the term:

\[ \frac{C_{D0}}{U_G} + \frac{\sin \omega \tau}{\omega} \frac{\partial C_L}{\partial y} \]  
(5)

For negative damping to occur the quantity \( \frac{\sin \omega \tau}{\omega} \frac{\partial C_L}{\partial y} \) must be negative and the derivative of the lift coefficient with respect to the displacement in the lift direction has to be large enough to overcome the structural damping and the fluid positive damping \( (C_{D0}/U_G) \). The most important parameter in the study of fluidelastic instability in the lift direction is therefore \( \frac{\partial C_L}{\partial y} \). In the following, experimental measurements of this lift force coefficient are presented.
Experimental Setup

The fluid force measurements were conducted with the experimental setup presented in Figures 1-2. It includes a compressed air source capable of delivering up to 250 l/s and a water loop powered by a centrifugal pump able to deliver up to 28 l/s. The air is injected in the loop at an upstream location with respect to the test section and the homogenization is done using a mixer.

The air flow rate is measured through two distinct orifice plates, one for low flow and the other for high flow, situated at a distant location from the test section and connected to a differential pressure transducer. The pressure was measured in the tube array and the air flow rate was corrected accordingly. The measurements were conducted at room temperature (approximately 22°C).

The tube array is a rotated triangular tube array (see Figure 3) composed of three columns of tubes and two columns of half-tubes attached to the walls, all arranged in seven rows. The diameter of the tubes is 38 mm and the pitch-to-diameter ratio $P/D = 1.5$. The tube length is 0.188 m. All the tubes were fixed except the central tube for which finite displacements were applied.

![Figure 1 - Two-Phase Flow Loop](image1)

![Figure 2 - Test Section](image2)

![Figure 3 - Tube Bundle Configuration](image3)

![Figure 4 - Instrumented Central Tube](image4)

**Fluid Force Coefficients**

The test procedure involved applying finite displacements in increments of 1 mm ($0.026D$) to the central tube using the displacement mechanism, and, waiting for the flow to attain steady state, before starting the fluid force measurement. The fluid force data were acquired at a sampling rate of 2000 samples per second and averaged over 50 s. For some measurements, an averaging time of 80 s was necessary to obtain the steady force value. For each flow condition, two different measurements were taken and averaged.

The central tube was mounted on an ATI Nano25 force transducer mounted on a plate attached to a displacement mechanism as shown in Figure 4. The resolution of the force transducer was 0.04 N and the RMS of the white noise was less than 0.01 N.
The fluid force coefficient was non-dimensionalized using the flow upstream velocity, the tube diameter, the tube length and the homogeneous flow mass density. The variation of the lift coefficient with the non-dimensional displacement in the lift direction is presented in Figure 5 for various void fractions. These measurements have been conducted at a Reynolds number $Re_\infty = 2.8 \times 10^4$. The Reynolds number was calculated based on the upstream flow velocity, the tube diameter and the following homogeneous flow properties:

$$
\beta = \frac{Q_G}{Q_G + Q_L}; \quad \rho_v = \beta \rho_G + (1 - \beta) \rho_L
$$

$$
x = \frac{\rho_v Q_G}{\rho_v Q_G + \rho_L Q_L} = \frac{\beta}{\beta + (1 - \beta) \frac{\rho_L}{\rho_G}}
$$

$$
\frac{1}{\mu_v} = \frac{x}{\mu_G + (1 - x) \frac{\mu_L}{\mu_h}}; \quad Re_\infty = \frac{\rho_u U_\infty D}{\mu_h}
$$

(6)

where $\beta$ is the homogeneous void fraction, $Q$ the volumetric flow rate, $\rho$ the mass density, $x$ the gas mass quality, $\mu$ the dynamic viscosity, $U_\infty$ the fluid upstream homogeneous velocity, and $D$ the tube diameter. The subscripts $G$, $L$, and $h$ denote the value of the physical quantity for the gas phase, the liquid phase, and the homogeneous mixture, respectively.

It should be noted that there is no exact equation for the homogeneous mixture viscosity. The expression used here is the McAdams formula, which is expressed similarly to the homogeneous density. The Reynolds number of the two-phase flow is considered to be the sum of the Reynolds numbers of the two separate phases. As a result, the Reynolds number of the two-phase flow is only an approximate value.

In water flow and for void fractions higher than 50%, the lift coefficient varies abruptly in the vicinity of the zero position, but it becomes almost constant beyond 0.05$D$. For this reason, the fluid lift coefficient was measured only from -4 mm to 4 mm for these flow conditions. This corresponds to ±0.11$D$.

For 10% and 20% void fraction, the variation of the lift coefficient with the position is quite linear within 0.05$D$ of the equilibrium position. From 5% to 40% void fraction, the lift coefficient was measured from -5 mm to +5 mm (±0.13$D$) since its variation seems to continue at relatively distant positions.

As mentioned before, the most important parameter for the study of fluidelastic instability in the lift direction is the slope of the lift coefficient at the equilibrium position of the central tube.

This slope goes from a positive value in water flow to negatives values in two-phase flow as shown in Figures 5. The derivative of the lift coefficient with respect to the non-dimensional displacement in the lift direction ($C_{L_{Y/D}}$) is presented in Figure 6 as a function of the void fraction. The slope $C_{L_{Y/D}}$ varies linearly from 5% to 50% void fraction and from 50% to 70% void fraction. From 70% to 80% this slope is constant.

**FIGURE 5 – VARIATION OF THE LIFT COEFFICIENT AT A REYNOLDS NUMBER $Re_\infty=2.8 \times 10^4$.**

**FIGURE 6 – VARIATION OF $C_{L_{Y/D}}$ WITH THE VOID FRACTION AT REYNOLDS NUMBER $Re_\infty=2.8 \times 10^4$.**

Something interesting happens at around 5% void fraction. The slope seems to vanish, suggesting that there will be no fluidelastic instability for this void fraction (at least based on the quasi-steady model). A closer look at
the variation of the lift coefficient with respect to the non-dimensional displacement in the lift direction is presented in Figure 7. Three different measurements were conducted at the same flow velocity.

From Figure 7, it can be seen that the fluid force varies as in water flow in the vicinity of the zero position, but beyond 0.05\(D\), it behaves as in two-phase flow. This may come from the void fraction distribution in the tube array at this void fraction. A visual observation shows that the gas phase on the one hand is more present in the flow path between tube columns, while the liquid phase on the other hand is more concentrated in the tube wakes.

**FIGURE 7 – VARIATION OF THE LIFT COEFFICIENT FOR 5% VOID FRACTION AT A REYNOLDS NUMBER \(RE_\infty=2.8 \times 10^4\).**

The data of Figure 7 suggest that for a flexible tube, the fluidelastic forces will be insignificant when the turbulence induced vibrations are limited to below \(\pm 5\%D\). Beyond that, the tube will behave as in two-phase flow and it should be subjected to fluidelastic instability.

**DYNAMIC STABILITY TESTS**

The data available in the literature on fluidelastic instability concern mainly single phase flow whereas tube bundles operate mostly in two-phase flow. Recently, unsteady and quasi-static fluid forces in two-phase flow were made available (Mureithi et al., 2002, Shahriary et al., 2007) but stability tests are still needed to validate the theoretical models.

In the following experiment stability tests are performed for various mass-damping parameters. The tests were conducted for various void fractions and various damping ratios.

**Experimental Setup**

The same test section and flow loop as presented in the previous sections are used to perform these experiments. In this case, a fixed-free tube is used as a central tube. The tube is mounted on a flexible plate, and some viscoelastic damping rubber is placed between the flexible plate and the wall as shown in Figure 8. The dimensions of the rubber damper are changed to vary its damping effect.

**FIGURE 8 – FLEXIBLE TUBE AND DAMPING MECHANISM.**

The whole assembly is mounted in the test section within the array. Strain gages mounted on the flexible plate are calibrated to measure the displacement at the free end of the tube.

**TABLE 1 - TUBE FREQUENCY AND DAMPING RATIO OBTAINED BY VARYING THE RUBBER DIMENSIONS.**

<table>
<thead>
<tr>
<th>Case</th>
<th>Frequency (Hz)</th>
<th>Damping ratio (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>No rubber</td>
<td>13.8</td>
<td>0.3</td>
</tr>
<tr>
<td>Rubber 1</td>
<td>14.8</td>
<td>1.6</td>
</tr>
<tr>
<td>Rubber 2</td>
<td>15.6</td>
<td>2.2</td>
</tr>
</tbody>
</table>

Changing the dimensions of the rubber changes also the tube natural frequency but this variation was relatively small and does not affect the purpose of the experiment which is to vary the mass damping parameter. The tube natural frequencies and damping ratios are presented in Table 1.
Data Analysis Technique

For each flow condition, the tube displacement at the free end was acquired through Labview via a National Instrument data acquisition card. Data were acquired during 16 s at a sampling rate of 500 samples per second and averaged 15 to 30 times depending on the magnitude of the vibration compared to the noise. This allowed a frequency resolution of 0.0625 Hz.

The tube damping in flow and its frequency at instability were estimated using its frequency response, approximated by the frequency response of a single degree-of-freedom system given by:

\[ H(\omega) = \frac{1}{\left[ 1 - (\frac{\omega}{\omega_n})^2 + \left( \frac{2\zeta}{\omega_n} \right)^2 \right]^{1/2}} \]  

\[ \text{(7)} \]

The damping and the frequency are estimated using a least square curve fitting technique. The curve given by Equation (7) is fitted to the experimental data as shown in Figure 9, and, the damping ratio and the frequency are extracted. The damping ratio may also be estimated using the quality factor. The damping estimated using the two methods was found to be in quite good agreement.

Added Mass

The added mass was estimated for various void fractions since it is an important parameter for both the quasi-steady and the unsteady models.

The added mass was estimated from the variation of the tube natural frequency in flow at relatively low velocities. Considering a one degree-of-freedom system of stiffness, mass per unit length and added mass \( k, m, \) and \( m_a, \) respectively; the natural frequency in air \( f_0 = \sqrt{k / m}, \) and in flow \( f_r = \sqrt{k / (m + m_a)} \) are related by:

\[ \frac{f_0^2}{f_r^2} = \frac{(m + m_a)}{m} = 1 + \frac{m_a}{m} \]  

\[ \text{(8)} \]

The added mass is deduced from Equation (8) as:

\[ m_a = \left( \frac{f_0^2}{f_r^2} - 1 \right) m \]  

\[ \text{(9)} \]

FIGURE 9 – CURVE FIT OF THE DATA FOR 50% VOID FRACTION. (A) \( U_p = 0.3 \) M/S, (B) \( U_p = 0.4 \) M/S, (C) \( U_p = 0.5 \) M/S.

The measured added mass is presented in Figure 10 along with the added mass suggested by Pettigrew et al. (1989). The authors suggested an added mass expression that varies linearly with the flow density and consequently the void fraction, as the mass density of the air phase is negligible compared to the water mass density:

\[ m_a = \frac{\pi}{4} \rho_h D^2 \left( \frac{(D_y / D)^2 + 1}{(D_y / D)^2 - 1} \right) \]  

\[ \text{(10)} \]

where \( \rho_h \) is the fluid homogeneous density. The confinement parameter is given by \( D_y / D = (0.96 + 0.5P / D) P / D \) for a tube within a triangular tube bundle. The agreement might be good for low void fractions (0% to 20%) but for higher void fractions, the formula underestimates the added mass by a large margin, as seen in Figure 10.

Damping

The flow dependent damping is inherent to both the quasi-steady and the unsteady model. Therefore, only the structural damping is needed as a damping input to theses models. However, it is a common practice to include this damping in the mass damping parameter when presenting the instability results. For this reason, its measurement is useful.
The damping presented here was measured at relatively low flow velocities (typically around 30% of the critical velocity). The damping was measured at three different but close velocities and averaged as its value was found to be nearly constant as shown in Figure 11.

**Figure 11 – Damping vs. Pitch Velocity for 50% Void Fraction.**

The variation of the measured damping with void fraction is presented in Figure 12. The damping increases approximately linearly with void fraction up to a maximum at 70% void fraction and then decreases once again approximately linearly. Pettigrew et al. (1989) have found the same trend for the damping in a rotated triangular array of $P/D = 1.47$. In axial internal flow, the maximum damping was found to be between 30% and 40% void fraction for low flow velocities (Gravelle et al., 2007).

**Figure 12 – Damping vs. Void Fraction.**

**Fluidelastic Instability**

In this experiment, the “structural” damping was varied by changing the dimensions of the rubber damper. Stability tests were conducted for various void fractions. For each stability test, the flow velocity was increased progressively and the RMS of the displacement at the free end of the tube was measured. The damping was also measured as a function of the flow velocity. It was found that the damping generally decreased with the flow velocity.

The critical velocity is defined as the point where the increase in the RMS response is drastic.

**Figure 13 – RMS Response and Damping vs. Pitch Velocity for 60% Void Fraction.**

The damping value becomes very small (theoretically zero or negative) at instability. In some cases where the instability is not well defined by the RMS response, the sudden decrease of the damping is used to detect the critical velocity. For instance, the critical velocity in Figure 13 is 2.6 m/s.

A stability test was done for 5% void fraction where a change in the sign of the lift coefficient derivative was observed. As shown in Figure 14, the tube was subjected to fluidelastic instability at $U_{pc} = 1.1$ m/s. This value is close to the critical velocity of the same tube in water flow ($U_{pc} = 1.0$ m/s). For 20% void fraction the critical velocity is $U_{pc} = 1.5$ m/s. The question remains to know if this instability is governed by the negative or the positive slope of the lift coefficient, that is to say, if the instability is generated by the liquid flow or the two-phase flow. A measurement of the time delay is necessary to assess the instability mechanism for this case.

All the results of the stability tests are summarized in Figure 15. The Connors expression is also plotted in the same Figure for $K = 3$ and $K = 4$. As is seen in the figure, $K = 4$ fits the data best although some data are still above this curve. The tests also show that for a given void fraction, the reduced critical velocity does not vary much...
The added mass was compared to the expression given by Pettigrew et al. (1989); it was found that this formula underestimates the added mass for void fraction higher than 20%.

The variation of the fluid lift coefficient with the non-dimensional tube displacement in the lift direction was also measured for various void fractions. The lift coefficient derivative goes from a positive value in liquid flow to negative values in two-phase flow. A change in the sign of this derivative was found near 5% void fraction, challenging the ability of the quasi-steady model to predict fluidelastic instability in this case. A measurement of the time delay is, however, necessary to answer this question. The present work is a first step toward that goal.
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ABSTRACT

This paper presents a time domain model to predict the fluidelastic instability forces in a tube array. The proposed model accounts for temporal variation in the flow attachment and separation. The unsteady boundary layer is solved numerically and coupled with the structure and far field flow models. It is found that the proposed model predicts instability at lower values of reduced flow velocity compared to the original flow cell model due to larger fluidelastic forces. The increase in the fluidelastic forces is a direct result of the motion of the separation point of the boundary layer, which in turn, changes the area of interaction between the flow field and the flexible tube. It is also observed that a non-linear limit cycle is predicted by the proposed model.

NOMENCLATURE

\( A, \bar{A}, a \) Flow channel area; unsteady, steady state, perturbation  
\( b \) Effective viscosity  
\( \delta \) Log decrement  
\( D \) Tube Diameter  
\( f, f_n \) Frequency, natural frequency  
\( L \) Length scale used to normalize position  
\( P, \bar{P}, p \) Pressure; unsteady, steady state, perturbation  
\( \rho \) Fluid density  
\( s_o, s_a, s_s \) Flow channel inlet, attachment point, separation point  
\( s \) Position along flow channel  
\( t, T \) time, Non-dimensional time  
\( \tau \) time lag  
\( X, \eta \) Dimensionless boundary layer coordinates  
\( U, \bar{U}, u \) Flow velocity; unsteady, steady state, perturbation

\( \hat{U}, \hat{U}_o \) Normalized flow velocity; current, initial  
\( U_p \) Pitch velocity, inlet flow velocity  
\( w \) Tube displacement

Introduction

Historically, heat exchangers have been among the most failure prone components in nuclear power plants. Most of these failures are due to corrosion, fatigue and fretting wear of the tubes. Fatigue and fretting wear is a result of dynamic loading caused by three cross-flow excitation mechanisms; turbulent buffeting, Strouhal periodicity and fluidelastic instability (FEI) [1]. Of the three mechanisms FEI has the greatest potential for destruction [1] and because of this a large amount of research has been conducted on this mechanism. FEI is a self excitation mechanism caused by the interaction of the flexible tubes and the fluid forces. The motion of the tubes alters the flow field, which in turn, creates fluid forces that further excites the tube and thereby transfers energy from the flow to the tube. Problems arise when more energy is extracted from the fluid flow than can possibly be dissipated by the arrays own internal damping. This causes large amplitude vibrations that can result in mid-span collisions between tubes and accelerated wear at the tube supports. However predicting tube response at the onset of the instability or at the pre-stability is still far from realistic. Without an estimation of the tubes motion, a heat exchangers life cycle can not be accurately predicted. This inaccuracy is most relevant in nuclear power generation where any leak causes a radiation hazard and the offending tube must be plugged. Over time several tubes can be plugged reducing the overall efficiency, requiring the heat exchanger to be replaced which is very costly.

Several theoretical models have been proposed such
as that of Tanaka and Takahara [2], Chen [3], Lever and Weaver [4] and Price and Paidoussis [5]. These models provide vital tools for predicting the critical flow velocity. Many of these models rely on experimentally determined inputs. The model proposed by Weaver et al. [4, 6] is a semi-analytical model, which requires fewer empirical coefficients. Hassan et al. [7, 8] reformulated the model for time domain simulations and demonstrated its validity in estimating the fretting wear analysis of loosely supported bundles.

This paper formulates a semi-analytical model based on the original flow cell model developed by Lever & Weaver [4] that accounts for temporal variations in the boundary layer development over the moving tube. The effect of the reduced flow velocity and response amplitude on the boundary layer motion and the tube response is also investigated.

1 Model Description
1.1 Flow Channel Subdomain

Using the flow cell model proposed by Lever & Weaver [4], the complex flow through a tube array is approximated through the use of a flow cell. Referring to Fig. 1, the flow cell is comprised of a number of rigid tubes (2-6), a single flexible tube (1) and two flow channels. The rigid tubes act only to define the flow channels through the flow cell. The position along the length of a flow channel is described using the curvilinear coordinate s, which originates at the centre of the single flexible tube and decreases in the direction of the flow cell inlet. The flow channel interacts with the single flexible tube over the attached region (sa ≤ s ≤ s1), where sa and s1 are the flow attachment and separation points respectively.

In the original formulation the system is prescribed to oscillate harmonically at its natural frequency to simplify the calculations. This is realistic only at the onset of the instability where the response frequency approaches the natural frequency for a linear system. However, tubes are usually loosely supported without a well defined natural frequency which complicates the response prediction. This was accounted for by Hassan & Hayder [7] and Hassan & Hossen [9], where the fluidelastic forces are formulated to account for any arbitrary tube response.

The flow field of the flow cell is divided into two subdomains, the first is flow channel subdomain which replicates the velocity and pressure fields as a result of deformation to the flow channels caused by motion of the tube. The second replicates the boundary layer development as a result of the far field velocities and pressures determined in the flow channel subdomain.

FIGURE 1: Flow cell comprised of five rigid tubes (2-6), a single flexible tube (1) and two flow channels.

The parameters of the flow channel subdomain being modelled are the flow channel cross-sectional area (A), flow velocity (U) and pressure (P) along the length of the flow channel. These parameters are the summation of a steady state terms (A̅, U̅, P̅) and perturbations about the steady state terms (a, u, p). The steady state terms are related to the geometry of the flow cell and the inlet conditions while, the perturbations is related to the motion of the flexible tube.

\[
A(s, t) = \bar{A}(s) + a(s, t) \quad (1)
\]
\[
U(s, t) = \bar{U}(s) + u(s, t) \quad (2)
\]
\[
P(s, t) = \bar{P}(s) + p(s, t) \quad (3)
\]

The conservation of mass given by:

\[
\frac{\partial A(s, t)}{\partial t} + \frac{\partial (A(s, t) \cdot U(s, t))}{\partial s} = 0 \quad (4)
\]

The flow channel subdomains are divided into three regions; an upstream region (s ≤ sa), an attached region (sa ≤ s ≤ s1) and a downstream region (s ≥ s1). In the attached region any motion of the tube instantaneously affects the flow channel area without a time lag. Due to the finite inertia of the fluid the channel flow response will lag behind the motion of the tube. The channel area perturbation is expressed as:

\[
a(s, t) = w(t - \tau(s)) \cdot f(s) \quad (5)
\]
where \( w \) is the transverse displacement of the tube, \( \tau \) is the time lag and \( f(s) \) is an arbitrary decay function to meet the boundary conditions of the flow cell. Due to the rigid tubes at the inlet of the flow cell \( a(-s_0,t) \) must always be zero, while in the attached region \( a(s,t) \) must be equal to the displacement of the flexible tube.

Lever & Weaver [4] postulated that the time lag can be derived in a fashion similar to a thin plate transient problem.

\[
\tau(s) = \frac{2s}{U(-s_0)}
\]

There have been other interpretations of the time lag presented in literature, such as that presented by Price & Paidoussis [5] in which the concept of flow retardation was assumed. The experimental investigations of Kalifa & Weaver [10] has shed more light on the physics of the time lag. The current work follows the original time lag analogy developed by Lever & Weaver [4] until a more generally accepted expression can be determined. By integrating the one dimensional continuity and momentum equations along the length of the flow channel an expression describing the flow velocity and pressure perturbations can be derived.

\[
u(s,t) = \frac{-1}{A + a(s,t)} \left[ U(-s_0) \cdot a(s,t) + \int_{-s_0}^{s} \frac{\partial a(s,t)}{\partial t} ds \right]
\]

\[
p(s,t) = P(-s_0) + \rho \left\{ \frac{1}{2} U(-s_0)^2 - \frac{1}{2} U^2 - \int_{-s_0}^{s} \frac{\partial U}{\partial t} ds \right\} - \rho \left\{ \frac{h}{2s_0} \cdot \int_{-s_0}^{s} U^2 ds \right\}
\]

The \((s,t)\) have been dropped off the \( U \) terms, \( U(-s_0) \) and \( P(-s_0) \) are the inlet flow velocity and pressure of the flow channel, \( \rho \) is the fluid density and \( h \) is the resistance coefficient. It is assumed that \( h \) is constant over a large range of Reynolds numbers and held constant at a value of 0.275. Based on the time history the flow channel area and velocity are numerically integrated using five point Gauss quadrature and the results added to the appropriate steady state value to replicate the far field parameters used to solve the boundary layer subdomain.

### 1.2 Boundary Layer subdomain

So far the effect of viscosity has been neglected. However, at the tube wall where the no slip condition must be maintained, the effect of viscosity can no longer be neglected. This requires the implementation of the Navier-Stokes equations. By introducing the stream function and dimensionless similarity variable \((\eta)\) for a cylinder, the Navier-Stokes equations for a boundary layer take the non-dimensional form of:

The dimensionless similarity variable perpendicular to the surface of the tube is presented as:

\[
\eta = \frac{y}{R} \sqrt{\frac{U(s,t) \cdot R}{\nu}}
\]

where \( y \) is the vertical position perpendicular to the tube wall, \( R \) is the radius of the tube, \( U(s,t) \) is the far field flow velocity defined by Eqn. (2) and \( \nu \) is the kinematic viscosity of the fluid.

\[
(bff')' + P_1 f f'' - P_2(f')^2 + P_3 = X \left( f' \frac{\partial f'}{\partial X} - f'' \frac{\partial f}{\partial X} + \frac{1}{\hat{U}_o} \frac{\partial f'}{\partial T} \right)
\]

where \( \cdot \) indicates differentiation with respect to \( \eta \), \( b \) is the effective viscosity term, \( X \) is the normalized horizontal position \((s/L)\), \( f, f', f'' \) represent the dimensionless stream function, horizontal and vertical velocity respectively, \( \hat{U}_o \) is normalized initial flow velocity and \( T \) is non-dimensional time determined by:

\[
T = \frac{t \cdot U(-s_0)}{L}
\]

where \( U(-s_0) \) is the flow channel inlet flow velocity and \( L \) is the length scale used to normalize the horizontal position. The terms \( P_1, P_2, \) and \( P_3 \) in Eqn. (10) represent the non-dimensional pressures determined by:

\[
P_1(s) = \frac{1}{2} \left[ 1 + P_2(s) \right] + P_c (s, t)
\]

\[
P_2(s) = \frac{X}{\hat{U}_o} \frac{\partial \hat{U}(s,t)}{\partial X}
\]

\[
P_3(s, t) = \frac{X}{\hat{U}_o^2} \left[ \hat{U}(s,t) \frac{\partial \hat{U}(s,t)}{\partial X} + \frac{\partial \hat{U}(s,t)}{\partial T} \right]
\]

where \( \hat{U}_o \) is normalized initial flow velocity, \( \hat{U}(s,t) \) is the normalized current flow velocity, \( P_c \) is the normalized far field pressure.

The viscosity term, \( b \), previously mentioned in Eqn. (10) is the summation of the fluid viscosity and the eddy
viscosity. Due to the large number of tubes inside a shell and tube heat exchanger the turbulence intensity is quite high. This high level of turbulence tends to cause the boundary layer transition to occur shortly after becoming fully developed. A boundary layer is unable to transition to turbulent without fully developing as laminar first. With this in mind the length required for full laminar development exceeds the expected attachment lengths for inline square arrays. For simplicity the effect of this transition from a laminar to turbulent has been neglected and only a laminar boundary layer has been modelled.

The non-dimensional Navier-Stokes Eqn. (10) is solved using a central difference scheme known as Keller’s box method [11]. The box method belongs to a family of methods for obtaining exact solutions of the boundary layer equations using finite differences which yields a tridiagonal system. This method allows for the use of a non-uniform mesh that allows for mesh refinement at key areas of interest such as the region directly beside the surface of the tube and the point of flow separation. To use this scheme known boundary conditions must be applied to the inlet of the mesh. In the case of parallel triangular, normal triangular and rotated square arrays, the two flow channels attaches to the tube at two points near the -90° location. The same sign convention used by Lever & Weaver [6] is maintained in this model, where the angle is measured from the curvilinear coordinate s equal to zero. This allows for the use of stagnation models to determine the point of flow channel attachment and the appropriate velocity profile to be used as an inlet condition. For the case of an inline square array the wakes created by the upstream tubes extend between tube rows causing the flow channels to attach at some point on the upstream side of the tube with a somewhat developed velocity profile.

Using available flow visualization studies Lever & Weaver [6] found that the attachment and separation points can be related to the array geometry. For an inline square array it was found that \( s_a \) and \( s_s \) occur at \( \mp 10^\circ \) respectively. Thus Lever & Weaver were able to approximate the point of attachment but not the initial velocity profile. Thus to achieve a solution and to simplify the computations, it is assumed that the boundary layer is fully developed at the point of attachment.

As stated the solution process is initiated at the attachment point and progressively marches downstream till the wall shear crosses zero, which represents the separation point. This approach is similar to that of other boundary layer models such as that of Cebeci & Carr [12]. Unlike the model of Cebeci & Carr the formal solution process is terminated at the point of flow separation and the boundary layer is approximated for a few steps downstream to account for possible downstream motion of the boundary layer. This approach does not account for reattachment of the boundary layer after separation. To account for this a more complex differencing scheme such as the “zig-zag” box method must be employed. This method tends to be very sensitive to conditions and prone to error, for this reason the zig-zag box method is not employed in this iteration of the model.

Once the separation point is determined the pressure field is integrated over the attached region to determine the fluidelastic forces acting on the tube. Due to the curvature of the tube the fluidelastic forces act in both the lift and drag direction, because the instability is known to be predominantly in the transverse direction of the flow [13] only the lift component is imposed on the single flexible tube.

2 Structural Response

The geometry of a shell and tube heat exchanger is quite complex with a large number of tubes, but by using the flow cell only the response of one tube needs to be modelled. This greatly simplifies the structure but does not make it a trivial problem. Due to the tube length of heat exchangers, supports in the form of either baffles or anti-vibration bars are used to maintain the array pattern. Due to the tolerances used in the fabrication process gaps occur between tubes and supports, while anti-vibration bars might not contact the tubes evenly. As the tube vibrates this will allow for the tube to leave contact with the support producing a non-linear response. This non-linear response is very difficult to model and there have been models such as those of Hassan et al. [7, 14], which predict the non-linear response of a tube as result of loose supports. For simplicity it is assumed that the response of the tube is linear with no interaction with supports by modelling a cantilevered tube with a length of 1000 mm, 12.7 mm outer diameter and a tube thickness 0.5 mm. The effective mass per unit length and modules of elasticity are taken to be 0.078 kg/m and 108 GPa, respectively. Hassan & Hayder [7] found that to fully capture the fluidelastic forces for a linear system a time step of the order of 0.01 ms is required.

The complete solution is constructed considering satisfying the compatibility conditions between subdomains. As discussed in Section 1.1, the flow through each channel is assumed to be one-dimensional, and the subdomain dimensions are calculated approximately from the array geometry. Changes in fluid forces are caused by a change in the width of the channel as a result of tube vibration.
Using the unsteady continuity and momentum equations, the pressure Eqn. (8) and velocity Eqn. (7) can be estimated in the channel and are used to solve the boundary layer subdomain.

As mentioned earlier the box method is utilized to solve the boundary layer. Solving this system involves starting from the attachment point and progressing downstream until separation. The lift force is calculated by integrating the pressure over the attached region. Due to tube motion, the pressure field will change but the boundary layer will require time to develop. This will result in a delay between the tube motion and the motion of $s_s$. This in turn will govern the phase relationship between tube motion and the flow adjustment [15] and will control the time lag in the resulting fluid force.

As stated FEI is a feedback mechanism meaning tube motion is required to initiate the interaction between the tube motion and the flow field. Turbulence in the flow and/or Strouhal periodicity generally provides this initial motion but for simplicity these mechanisms are neglected. The tube is released from rest with an initial displacement.

The solution strategy, at each time step can be summarized as follows: firstly, evaluate structure response as a result of tube motion; secondly, the channel flow is computed, then the velocity and the pressure fields, which are used to match the interface between each subdomain zone; thirdly, the boundary layer solution will yield an identification of an adverse streamwise pressure gradient, which define $s_s$. The pressure is integrated over the attached region, resulting in a net lift force used to compute the updated response and the process is repeated until convergence is attained.

3 Results

Based on a mesh study it was determined that a uniform mesh comprised of 105 streamwise and 61 vertical computation points is sufficient to resolve the boundary layer and the motion of the separation points (Fig. 3). It was found that increasing the number of streamwise computation points had little effect on increasing the accuracy while, drastically increasing the computation time.

3.1 Prescribed Motion

A study was performed with a prescribed tube motion with constant vibration amplitudes and excitation frequency. A number of simulations was conducted using a single inlet flow velocity while the excitation frequency was changed to produce the desired reduced flow velocity ($U_r \equiv U_p/fd$). The amplitude of the separation angle variation ($\Delta \beta$) and its phase with respect to the tube motion was investigated. Figure 4 shows the time history of the tube prescribed displacement and the resulting separation angle motion for a reduced flow velocity of 2.

The tube displacement amplitude was set to 5% of tube diameter. The separation angle oscillates at the same frequency of the tube motion with a constant amplitude of $\Delta \beta = 3.5^\circ$ about a mean value of $7.5^\circ$. It can be also observed that the separation movement leads the tube motion by a phase angle of $108^\circ$. The effect of the reduced flow velocity on the separation phase is shown in Fig. 5. The separation phase angle sharply varies from $147^\circ$ to $42^\circ$ in the reduced flow velocity range of 1 to 6 then levels off and approaches a zero phase for higher reduced
flow velocities. Similar trend was found regarding the amplitude of the separation angle where the reduced flow velocity has its greatest effect in the lower range (Fig. 5).

3.2 Vibration Response Case

Simulations were conducted for vibrations cases with an initial displacement of 0.2 mm and subjected to cross-flow. Simulations were conducted for a mass damping parameter of 80 and covered the stable and post-stable regions. The results of a typical stable system are shown in Fig. 7. The initial displacement was set to 1 mm. The system is stable and the vibration amplitude decays to a steady state value. It is important to note that because the effect of turbulent buffeting and Strouhal periodicity are neglected the vibration amplitude will decrease to zero as shown in Fig. 7. This causes the RMS response of the system to approach zero as simulation time increases.

The motion of the separation points follows a similar pattern as that of the response, in that if the system is stable the separation point will decay to a steady state value as shown in Fig. 8. The steady state value of the separation point is within 15\% of the Lever & Weaver’s suggested value (10°).

Similar simulations were performed at various flow velocities, with the RMS response determined and plotted as a function of the reduced flow velocity (Fig. 9). The critical flow velocity is identified as the flow velocity at which the damping ratio becomes zero. Using this method the original flow cell model predicts instability at a reduced flow velocity of 119, while the proposed model predicts instability at a reduced flow velocity of 88.3 or small (5°). Increasing the oscillation amplitude causes the separation phase difference to increase. This is attributed to the fact that the tube velocity is increased relative to the flow velocity.
FIGURE 7: Tube response for a stable system; $P/D = 1.5$, $MDP = 80$, $U_r = 54.1$.

FIGURE 8: Motion of the separation point for flow channel one as a result of the motion in Fig. 7.

roughly 26% lower. It can be seen that the RMS unstable response of the two models is very different. The original flow cell model becomes unstable and the amplitudes of vibration grow without bounds. This is not the case for the proposed model where the RMS response grows within bounds (nonlinear limit cycle) as the reduced flow velocity is increased beyond the threshold of instability. This is shown Fig. 10, where the envelope of the tube response is plotted. It can be seen that the response of the tube is initially unstable resulting in growth of the vibration amplitude. Over time this growth slows until the system appears to regain some stability. The response was analyzed by dividing it up into five bins of five seconds each for determining the damping ratio. The bins were selected such that the first and last five seconds were analyzed as well as a section at a quarter, half and three quarters of the simulation time.

It was found that as time progressed the damping ratio of the system increased towards zero indicating that the system is regaining stability. This behaviour can be attributed to the motion of the boundary layer separation phase. Examining the phase of the boundary layer separation revealed that the phase decreases and approaches zero as the tube amplitude increases. This is similar to the results presented earlier in Fig. 6. Very few studies investigated the non-linear behaviour of FEI [16–18]. Lever & Rzentkowski [17] postulated that a limit cycle was the root cause behind the hysteretic behaviour of FEI while, Meskell & Fitzpatrick [18] developed a non-linear model capable of predicting the amplitude of a limit cycle in the post stable response using experimental force coefficients. The current model reproduces a limit cycle behaviour and it is thought that the limit cycle predicted by the proposed model is a result of the boundary layer and the fluidelastic forces interacting with the tube mo-

FIGURE 9: Normalized lift response for a single flexible tube inside an inline square array with a P/D ratio of 1.5 as a function of reduced flow velocity.

FIGURE 10: The envelope of the lift response predicted by the proposed model; $P/D = 1.5$, $MDP = 80$, $U_r = 92$. 

FIGURE 6: Separation point for flow channel one as a result of the motion in Fig. 7.
4 Conclusions
This paper presents a time domain model which introduces the effect of boundary layer motion on the fluidelastic stability forces and the resulting tube response. The model utilizes the flow cell approach to calculate the far field flow velocity and pressure. The Keller box method was utilized to resolve the temporal variations of the boundary layer separation motion. It was found that by accounting for boundary layer motion causes the system to become unstable at lower values of reduced flow velocity. The system exhibits limit cycle oscillations in the post-stable region. The new model offers some insight into the fluidelastic mechanism and offers a step towards developing a comprehensive FEI model.
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ABSTRACT

A simple active flow control strategy is implemented to suppress vortex induced oscillations behind a circular cylinder. The approach consists of sensors, actuators and a control algorithm. Based on zero net mass injection strategy two types of actuators have been devised. First one, is a three actuator system which consists of a blowing slot and two suction slots on the cylinder surface. In the second one, two simple rotary type control cylinders are located at 120°, behind the main cylinder. The control cylinders are rotated (top one clock-wise and bottom one counter clock-wise) to enable momentum injection. The fluid flow features are modeled by assuming a two dimensional, unsteady and incompressible flow. The study of vortex induced vibrations entails the computation of forces for flow past the cylinder and its temporal evolution. This in turn necessitates calculation of the cylinder displacement which is triggered by the fluctuating lift force acting on the structure. The most common model used to describe the motion of the structure is through the idealizations for a lumped parameter model involving mass, spring and damper system. The governing equation for momentum injection is coupled with the mass and momentum equations and a dynamical evolution equation for the structure. The fluid forces and flow visualization is obtained to investigate the efficacy of the actuators and the closed loop feed back algorithm on the self excited oscillations. All the simulations are carried out at Re = 100, 200 and 3900. The flow induced oscillations due to turbulent wake at Re = 3900 are effectively controlled with suction and blowing actuators.

INTRODUCTION

Flow past a flexibly mounted bluff body is prone to flow induced vibrations caused by the kármán vortex shedding behind the body. These vortex induced oscillations impact the vortex dynamics, even leading to structural failure, when the shedding frequency is in the neighborhood of the natural frequency of the body [1]. The suppression of vortex shedding and control of flow induced oscillations is of great practical significance in a number of applications such as, riser tubes, off shore structures, chimneys, buildings, bridges, stacks, transmission lines, mooring cables, heat exchanger tubes etc ([2, 3]). Control of these vibrations can be attained by modifying the fluid forces responsible for oscillation, either through active or passive means ([4]).

Generally reduction of flow induced vibrations is achieved by changing the natural frequency of the body (or) by increasing the stiffness (or) redistributing its mass [1] etc. The rapid advances in materials, is making the structures more flexible and lighter, this necessitates analysis of vortex induced vibrations. Therefore the ability to manipulate and control the flow field to reduce flow induced oscillations is gaining importance. Control of these vibrations can be attained by modifying the fluid forces responsible that are responsible for these oscillations. A wide variety of active and passive control strategies have been reported in the literature [5]. Recently, Baek and Karmiadakis [6] have introduced a slit along the streamwise direction, which passes through the cylinder to create a jet that interacts with the wake to suppress vortex shedding. Chen and Aubry [7] have developed a closed loop algorithm to suppress vortex induced vibrations by means of direct numerical simulations (DNS). They have used Lorentz forces to control the cylinder oscillations based on partial flow information available on the surface of the cylinder. However, in practical appli-
cations, blowing and suction [8], acoustic actuations [9] and cylinder rotations [10] are some of the widely known active flow control techniques. Inspired by the pioneering work on chaos control by OGY [11], Patnaik and Wei [12] have proposed the stabilization of unstable periodic orbits (UPO) through synchronization based coupling between driver system and target system. By this coupling, complete annihilation of wake vortices behind a D-cylinder was achieved. The strategy of momentum injection control was further extended by Muddada and Patnaik [13] to control vortex shedding behind a circular cylinder by means of two symmetric rotating elements.

In the present study, we investigate the performance of two types of actuator systems for annihilating the flow induced oscillations at Re = 100 and 3900. The numerical simulations employ the active control algorithm presented in Muddada and Patnaik [13]. To start with, the influence of forced cylinder oscillations on the vortex structures behind a circular cylinder is validated by generating $P + S$ wake pattern for the frequency, $f^* = 0.8$ and amplitude, $A^* = 0.65$ combinations. We then, solve the structural equation along with Navier-Stokes equations to set free vibrations in the cylinder and further investigate the performance of (a) one blowing and two suction actuator slot and (b) two small rotating control cylinders. The effectiveness of blowing and suction in suppressing free vibrations for high Reynolds number turbulent wakes also examined vis - à - vis the momentum injection using the two control cylinders.

**SIMULATION DETAILS**

**Governing equations**

The fluid flow is assumed to be incompressible, Newtonian and two-dimensional. In the context of wake behind a cylinder, three-dimensionality effects set in around $Re \approx 200$ [14]. For high Reynolds number turbulent flows, resorting to statistical averaging techniques leads to Reynolds averaging on the instantaneous mass, momentum conservation equations. The unsteady Reynolds averaged Navier-Stokes (URANS) version of equations are given as:

\[
\frac{\partial \bar{u}_i}{\partial x_i} = 0, \quad (1)
\]

\[
\frac{\partial \bar{u}_i}{\partial t} + \bar{u}_j \frac{\partial \bar{u}_i}{\partial x_j} = - \frac{1}{\rho} \frac{\partial p}{\partial x_i} + \frac{\partial}{\partial x_j} \left( \tau_{ij}^R + \tau_{ij}^s \right). \quad (2)
\]

Where,

\[
\tau_{ij}^R = -\rho \bar{u}_i \bar{u}_j, \quad \tau_{ij}^s = \frac{\mu}{\rho} \left( \frac{\partial \bar{u}_i}{\partial x_j} + \frac{\partial \bar{u}_j}{\partial x_i} \right) \quad (3)
\]

Here, $\tau_{ij}^R$ and $\tau_{ij}^s$ are the Reynolds stress and mean shear stress tensors respectively. For high Re flows, $\tau_{ij}^s$ need to be suitably approximated through closure modelling strategies. However, when simulations are performed for low Re range, $\tau_{ij}^s$ is set to zero and additional equations need not be invoked as it simplifies to a non-statistical approach. All geometrical length scales are normalized with the size of cylinder diameter (D), streamwise and cross stream velocities with the inlet velocity ($U_\infty$), physical time (t) with $(\frac{D}{U_\infty})$, and pressure (p) with $(\rho U_\infty^2)$, where $\rho$ refers to the fluid density. The flow domain of interest with second type of actuator is shown in Figure 1, where all the dimensions indicated are based on the cylinder diameter $D$. The overall size of the domain is $32D$ in the streamwise direction and $16D$ along the cross-streamwise direction. The centre of the cylinder is $8D$ from the left boundary. The left boundary is imposed with velocity inlet boundary condition, where $u$, is specified as $U_\infty$, and $v = 0$. The right boundary is assigned with an outflow boundary condition with normal gradients $\frac{\partial u}{\partial x}$ and $\frac{\partial v}{\partial x}$ set to zero. The upper and lower boundaries are assigned with symmetry boundary condition ($\frac{\partial u}{\partial y} = 0; v = 0$). The cylinder surface is assigned a no-slip wall ($u = v = 0$) boundary condition.

The popular finite volume based SIMPLE family of schemes [15], which is incorporated in FLUENT [16] is used in our numerical calculations. A second order accurate semi-implicit scheme is chosen for the time integration. The spatial discretization is performed on a standard collocated grid using finite volume method. Further details related to the flow solver and spatial discretization are available in reference [15].

**Turbulence modeling**

Navier-Stokes equations in their standard form are sufficient to resolve the wide spectrum of eddy scales by enabling a fine grid resolution. Such a route is pop-
ularly called direct numerical simulations (DNS). However, in DNS the computational expenditure shoots up approximately as \( Re^3 \) [17]. Therefore, statistical averaging, via URANS with the aid of standard two-equation turbulence models are popular in industrial practice. These models rely on turbulent eddy viscosity hypothesis which assumes a linear approximation between Reynolds stress tensor and the strain rate tensor. In the present investigation, Reynolds stresses \( \overline{u'\mu'} \) are approximated by solving an evolution equation for turbulent kinetic energy \( k \) and its rate of dissipation \( \varepsilon \). The standard \( k-\varepsilon \) model of Launder and Spalding [18] uses the eddy viscosity hypothesis of Boussinesq:

\[
\overline{u'\mu'} = v_t \left( \frac{\partial \bar{u}_i}{\partial x_j} + \frac{\partial \bar{u}_j}{\partial x_i} \right) - \frac{2}{3} k \delta_{ij}.
\]  

(4)

This concept works on the assumption that the Reynolds stresses are linearly related to the mean velocity gradients through a proportionality constant, given by the turbulent eddy viscosity \( v_t \). In the \( k-\varepsilon \) model, the turbulent eddy viscosity is related to the turbulent kinetic energy \( k \) and to the rate of its dissipation \( \varepsilon \) as,

\[
v_t = c_\mu \frac{k^2}{\varepsilon}.
\]  

(5)

\( k-\varepsilon \) model of Kato and Launder [20] The spatial and temporal distribution of \( k \) and \( \varepsilon \) is governed by the differential form of the transport equations for these quantities, considering the history and transport effects of turbulence

\[
\frac{\partial k}{\partial t} + \frac{\partial (\rho k \bar{u}_i)}{\partial x_i} = \frac{\partial}{\partial x_i} \left( \nu + \frac{\rho k}{\sigma_k} \right) \frac{\partial k}{\partial x_i} + P_k - \varepsilon,
\]  

(6)

\[
\frac{\partial \varepsilon}{\partial t} + \frac{\partial (\rho \varepsilon \bar{u}_i)}{\partial x_i} = \frac{\partial}{\partial x_i} \left( \nu + \frac{\rho \varepsilon}{\sigma_\varepsilon} \right) \frac{\partial \varepsilon}{\partial x_i} + C_{\varepsilon 1} \frac{P_k \varepsilon}{k} - C_{\varepsilon 2} \varepsilon^2 \frac{k}{k},
\]  

(7)

with \( P_k \) referring to production of turbulent kinetic energy, which is given as,

\[
P_k = v_t S^2 \quad \text{where,} \quad S = \sqrt{\frac{1}{2} \left( \frac{\partial \bar{u}_i}{\partial x_j} + \frac{\partial \bar{u}_j}{\partial x_i} \right)^2}
\]  

(8)

Here, \( S \) refers to the symmetric mean strain rate tensor. The model constants used in the above equations are: \( c_\mu = 0.09, C_{\varepsilon 1} = 1.44, C_{\varepsilon 2} = 1.92, \sigma_k = 1.0 \) and \( \sigma_\varepsilon = 1.3 \).

\( k-\varepsilon \) model of Kato and Launder [20] The standard \( k-\varepsilon \) model is modified by Kato and Launder to control and regulate the over production of the turbulent kinetic energy in the stagnation regions. Kato and Launder [20] introduced the following ad-hoc model relation for the production term in the turbulent kinetic energy equation:

\[
P_k = v_t S \Omega \quad \text{instead of} \quad P_k = v_t S^2
\]  

(9)

The quantity \( \Omega \) is an antisymmetric rotation tensor and is proportional to the magnitude of the local vorticity and is given as,

\[
\Omega = \sqrt{\frac{1}{2} \left( \frac{\partial \bar{u}_i}{\partial x_j} - \frac{\partial \bar{u}_j}{\partial x_i} \right)^2} ; \quad S = \sqrt{\frac{1}{2} \left( \frac{\partial \bar{u}_i}{\partial x_j} + \frac{\partial \bar{u}_j}{\partial x_i} \right)^2}
\]  

(10)

In simple shear flows, the behavior of the production term remains unchanged as \( \Omega \approx S \), while spurious turbulence production is eliminated as \( \Omega \approx 0 \) in stagnation regions. Here, the model constants used are same as that in the standard \( k-\varepsilon \) model. However, these model constants need not be recalibrated owing to the fact that production term is identical both in standard \( k-\varepsilon \) and Kato and Launder’s modification for simple shear flows.

Fluid-structure coupling

The study of vortex induced vibrations entails the computation of forces for flow past the cylinder and its temporal evolution. This in turn necessitates calculation of the cylinder displacement which is triggered by the fluctuating lift force acting on the structure. The most common model used to describe the motion of the structure is through the idealizations involving mass, spring and damper system. Motion is enabled only along the \( y \)-direction by virtue of its connectivity to linear springs. The governing equation for the structure is given by,

\[
m \ddot{y} + c \dot{y} + k y = F_L(t)
\]  

(11)

where \( F_L(t) \) refers to the fluctuating lift force. The parameters associated with the structure, viz., mass (\( m \)), damping (\( c \)) and stiffness (\( k \)), are chosen inline with earlier experimental studies. Once the lift force \( F_L(t) \) is determined by solving the Navier - Stokes equations, the ordinary differential equation (11) can be solved to find the position of the cylinder. At the end of each time step,
lift force on the structure is obtained from the flow solver. The current position of the centre of gravity of the cylinder is updated and its position at the next time step is obtained.

Control algorithm and actuators

To investigate the dynamic nature of the vortex induced oscillations and its suppression, a sensitivity check is carried out by designing a simple control equation as suggested in Refs. [12] and [13]. The approach consists of sensors, actuators and a control algorithm (see Fig. 2). Based on the displacement which is reported by the sensors, the maximum standard deviation \( \sigma(t) \) against time in each cycle of oscillation is constructed as follows:

\[
\sigma(t) = \max |y_{CG}(t) - \bar{y}_{CG}(t)|
\]

where \( y_{CG} \) denotes the position of the centre of gravity of the vibrating cylinder about its desired equilibrium position \( \bar{y}_{CG} \), which is free from oscillations. This is coupled to the actuators by means of a control parameter \( \xi = \frac{U_c}{U_{\infty}} \) and is given by the equation (13) below.

\[
\frac{d\xi}{dt} = C\sigma(t)
\]

Here, the coefficient \( C \) is proportionality constant and can be varied like a fuzz factor.

To evaluate the efficacy of flow control, two types of actuators have been tested. First one, is a three actuator system which consists of a blowing slot and two suction slots on the cylinder surface as shown in Fig 3(a). These surfaces are assigned a mass flow boundary condition to enable suction with zero net mass injection. In the second one, two simple rotary type control cylinders are located at 120°, behind the main cylinder (see Fig 3(b)). The control cylinders are rotated (top one clock-wise and bottom one counter clock-wise) to enable momentum injection. The \( U_c \) which is used in the definition of control parameter is a normal velocity at the slots and a tangential velocity on the control cylinder for the first and second type of actuator systems respectively. Furthermore, this control equation is incorporated along with the equation of structure and solved with mass and momentum conservation equations.

RESULTS AND DISCUSSION

Before we proceed to study the vortex induced vibrations and its control, flow past a circular cylinder with external excitation is numerically investigated. In the context of forced vibrations the coupling between the flow field and structural oscillations is unidirectional where both amplitude and frequency of oscillation are chosen at will and superimposed on the structure. The influence these vibrations on the wake vortices is often easier to categorize. Cylinder displacements are imposed and do not have a bearing on the actual force exerted by the fluid.
FIGURE 4: P+S WAKE PATTERN BEHIND CIRCULAR CYLINDER UNDER CONTROLLED VIBRATIONS AT RE = 200. (a) PRESENT STUDY AND (b) MENEGHINI AND BEARMAN [21].

The motion of a the cylinder is idealized as, $y = A \sin(\omega t)$, where, $A$ is the maximum amplitude of oscillation and $\omega$, refers to the imposed circular excitation frequency on the structure. For the purpose of comparison the amplitude, $A^* = 0.65$, and frequency, $f^* = 0.8$, combinations were chosen, to investigate the flow patterns behind the cylinder. Here, the amplitude of oscillation ($A^*$) is normalized with cylinder diameter and cylinder excitation frequency with the Strouhal frequency ($f_{St}$). Results from the present investigation are compared with those obtained by Meneghini and Bearman [21] at the same amplitude and frequency for Re = 200, in Figures 4. The P+S wake pattern is well captured by the present numerical setup which is used in further studies.

To investigate the performance of two types of actuators, the control equation described in the section is coupled with the governing equations of both structural motion and fluid flow. The control equation (13) described above is a generic one that determines the actuation parameter, which is implemented as a user defined function (UDF). Actuators are switched on (indicated by A in Fig.5 and 10), only after reaching the full blown form of steady periodic oscillations.

In the case of first actuator system which consists of two suction slots and a blowing slot on the cylinder surface starts suction and blowing of the fluid with zero net mass injection at A where actuators are switched on (see Fig. 5). In the Fig. 5, we can observe the amplitude of vortex induced oscillations are droops down to zero with gradual increment of control parameter $\xi(t)$. The complete suppression of oscillations and vortex shedding (as shown in Fig. 6) are observed at study state value of control parameter, $\xi = 2.6$ at Re = 100.

To investigate the performance of three actuator system for turbulent wake, we carried out the simulations at Re = 3900. At Reynolds number 3900 the wake is fully turbulent, although the boundary layer is laminar. Resolving features of the turbulent fluctuations in the wake region by URANS approach is limited by the approximation capability of the turbulent eddy viscosity hypothesis employed for the Reynolds stress tensor. So, the accu-
FIGURE 7: MEAN STREAMWISE VELOCITY ALONG THE WAKE CENTER LINE FOR $Re = 3900$. (a) VALIDATION WITH LOURENCO AND SHIH (from Ref. [22]), KRAVCHENKO AND MOIN [23], PARNAUDEAU et. al [22], LÜBCKE et. al [24], BEAUDAN AND MOIN (from Ref. [24]) AND (b) BEFORE AND AFTER CONTROL.

FIGURE 8: TIME AVERAGED STREAMLINES IN THE WAKE BEHIND THE MAIN CIRCULAR CYLINDER WITH STANDARD $k - \varepsilon$ MODEL AT $Re = 3900$. (A) WITHOUT CONTROL AND (B) WITH CONTROL.

racy of these turbulence models in predicting the forces and flow parameters influence (i) the calculation of structural oscillations and (ii) the efficacy of suction - blowing control. In the Present study, the control equation and the governing equation of the structure are coupled and solved simultaneously along with a chosen two equation turbulence model. The time averaged mean and turbulence characteristics are obtained over ten vortex shedding cycles, after reaching steady periodic state. The location of the centre of mean vortex and length of formation region ($L_f$) is quantified by plotting normalized mean streamwise velocity ($\bar{u}_{cl}$) against the wake centreline as shown in Fig. 7(a). The plot signifies the predictive capability of two models vis-à-vis other numerical and experimental investigations. The models tested have a better comparison with both PIV and LES data in the far wake region. However, there is a clear under prediction on the location of centre of mean vortex, length of the wake formation region ($L_f$) and the corresponding magnitude of velocity (as indicated by AB). The influence of suction-blowing control averaged over a long time period is shown in Fig. 7(b). Corresponding vortex formation length under the influence of adaptive control is shown in Fig. 8. Here, the streamline topology involves two large counter-rotating eddies in the near-wake region. However, under the influence of control the eddies get shrunk very close to the cylinder surface, indicating a tighter and a tiny wake formation region. Note in particular, the fluid is able to reach the rear stagnation point and contain the absolute instability region. This is a typical signature of the complete annihilation of wake vortices. Thus, flow induced oscillations are effectively controlled even for turbulent flow conditions as depicted in Fig. 9. Therefore, the coupled control strategy is found to be effective when $\tau_{ij}$ modelling is achieved either through standard $k - \varepsilon$ or Kato-Launder $k - \varepsilon$ models.

In the present study, simulations are carried out for the actuator system (second type) which contains the two simple rotary type control cylinders are located at 120°, behind the main cylinder to enable momentum injection. Control cylinder rotations are switched on (indicated by A), only after reaching the full blown form of steady pe-
FIGURE 9: GRADUAL SUPPRESSION OF FREE VIBRATIONS AT $RE = 3900$, WHEN CONTROL WAS SWITCHED ON AT $\tau = 100$. THE CONTROL INPUT REACHES A DYNAMICALLY STEADY VALUE. (a) STANDARD $k - \varepsilon$ and (b) $k - \varepsilon$ OF KATO-LAUNDER.

Periodic oscillations as shown in Fig. 10. The rate of injection of momentum (through $\xi(t)$) gradually picks up and reaches a steady state value, while the amplitude of the oscillations droops down (see the Fig. 10). We observed the complete suppression of oscillations at study state value of $\xi(t) = 1.48$ at $Re = 100$. The temporal evolution of wake stabilization process is presented in the form of streakline visuals as shown in Fig. 11. A wide and fully developed wake is observed in the Fig. 11 (a) at $t = 100$ where control cylinders start rotating. Once the control is switched on, the actuators start injecting the momentum into the wake and a quiescent state of wake is achieved through gradual changes as depicted in Fig 11 (b)-(d). The complete suppression of vortex shedding and flow induced oscillations is achieved at $t = 250$ where the rotation parameter ($\xi$) reached the steady state value.

FIGURE 10: TEMPORAL HISTORY OF DISPLACEMENT ($Y/D$) AND ITS ASSOCIATED ROTATION PARAMETER OF THE OSCILLATING CYLINDER WITH CONTROL TWO CONTROL CYLINDERS WHILE CONTROL ALGORITHM IS ACTING AT $RE = 100$.

CONCLUSIONS

Two types of actuator systems are investigated in a closed loop feedback system. These two approaches have successfully demonstrated control of vortex induced oscillations at $Re = 100$ and 3900. Validations are performed for forced cylinder oscillation cases. The two suction and one blowing actuator system completely suppressed the flow induced oscillations at study control parameter $\xi = 2.6$. At $Re = 3900$, this three actuator system effectively controlled the free vibrations of the turbulent wake and the wake formation length is effectively zero indicating complete suppression of vortex shedding. It is observed that the second type of actuator system, which consists of two small rotating control cylinders kept behind the main cylinder at an angle of 120°, is completely controlled the vortex induced oscillations and the corresponding study control parameter is, $\xi(t) = 1.48$.
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ABSTRACT

The flow around an oscillating cylinder in a medium at rest is simulated for various Stokes and Keulegan-Carpenter numbers in order to design guidelines to properly adjust the simulation parameters to the flow configuration. Criteria for mesh requirements and minimum time steps are thus provided. The range of Stokes and Keulegan-Carpenter numbers on which 2D or 3D simulations is also determined. URANS turbulence modelling is finally shown to fail to capture the flow features around an oscillating body.

INTRODUCTION

Solid bodies undergoing forced motions in an otherwise quiescent medium are of significant practical and academic interest. In the present work the scope shall be narrowed to flows developing around oscillating cylinders, which have received great attention in the field of flow-induced vibrations [1–3].

In practice the prediction of flow-induced forces acting upon a cylinder is based on an equation due to Morrison et al. [1]. They proposed the in-line force acting on a cylinder to be the sum of a drag and of an inertial force. Based on this decomposition, the fluid force per unit length is determined by two non-dimensional coefficients:

\[ F = -\frac{1}{2} \rho d C_d |U| |U| - \frac{1}{4} \pi \rho d^2 C_m \frac{dU}{dt} \]  

(1)

where \( \rho \) is the fluid density, \( d \) the cylinder diameter and \( U \) its velocity. The non-dimensional coefficients \( C_d \) and \( C_m \) are the drag and inertia coefficients, respectively. In the case of a cylinder oscillating with a frequency \( f \), they depend on the Keulegan-Carpenter number \( KC = U / f d \), on the Stokes number \( \beta = d^2 f / \nu \) and on the frequency \( f \) in a rather complex manner.

An extensive database of the drag and inertia coefficients is available for a relatively large range of both Stokes and Keulegan-Carpenter numbers. Among others, Bearman et al. [4], Obasaju et al. [5], Dütsch et al. [6], as well as Sarpkaya [2] provided experimental data on flow-induced forces acting on an oscillating cylinder.

More recently numerical simulations also led to complementary results. Several numerical solutions of the unsteady Navier-Stokes equations for flows around a circular cylinder at various Keulegan-Carpenter and Stokes numbers have been reported in the literature. A sum-up of these calculations is proposed in Table 1. A striking point is that oscillating flows are much more encountered than oscillating cylinders as performed by Dütsch et al. [6] or Duclercq et al. [7]. The Stokes numbers are generally lower than \( 10^3 \) to avoid high Reynolds number flow, except for Suthon & Dalton [8] who have been able to reach Stokes numbers as high as \( 10^4 \). In the works presented in Table 1, turbulent motions are taken into account through Direct Numerical Simulation (DNS), Large-Eddy Simulation (LES) as well as the vortex method. It is also worth noting that both two- and three-dimensional calculations have been successfully used for the same task.

It turns out that the interplay between the modeling choice and the accuracy of such calculations is still not clear. Consequently, it may be valuable to propose ground rules on the topic. Numerical parameters may indeed be adjusted in several manners:

- when dealing with numerical simulations of oscillat-
TABLE 1: PARAMETER RANGE AND FLOW CONFIGURATION OF THE PREVIOUS NUMERICAL SIMULATIONS OF THE FLOW AROUND AN OSCILLATING CYLINDER, OR OF THE OSCILLATING FLOW AROUND A CYLINDER.

<table>
<thead>
<tr>
<th>Reference</th>
<th>Year</th>
<th>( \beta )</th>
<th>KC</th>
<th>Geometry</th>
<th>Turbulence model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Oscillating flow (fixed cylinder)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Justesen [9]</td>
<td>1991</td>
<td>196 ; 483</td>
<td>0-26 ; 0.5-3</td>
<td>2D</td>
<td>DNS</td>
</tr>
<tr>
<td>Lin et al. [10]</td>
<td>1991</td>
<td>76</td>
<td>0.1-30</td>
<td>2D</td>
<td>Vortex method</td>
</tr>
<tr>
<td>Lu et al. [12]</td>
<td>1997</td>
<td>1035</td>
<td>0.5-10</td>
<td>3D</td>
<td>LES</td>
</tr>
<tr>
<td>Zhang &amp; Dalton [13]</td>
<td>1997</td>
<td>7.4-730</td>
<td>0.2-18</td>
<td>2D</td>
<td>Vortex method</td>
</tr>
<tr>
<td>Iliadis &amp; Anagnostopoulos [14]</td>
<td>1998</td>
<td>34; 53</td>
<td>1-10</td>
<td>2D</td>
<td>DNS</td>
</tr>
<tr>
<td>Nehari et al. [16]</td>
<td>2004</td>
<td>20</td>
<td>5-8.5</td>
<td>2D; 3D</td>
<td>DNS</td>
</tr>
<tr>
<td>Scandura et al. [17]</td>
<td>2009</td>
<td>20; 50</td>
<td>10</td>
<td>3D</td>
<td>DNS</td>
</tr>
<tr>
<td>An et al. [18]</td>
<td>2010</td>
<td>100-600</td>
<td>1.75-2.5</td>
<td>3D</td>
<td>DNS</td>
</tr>
<tr>
<td>Suthon &amp; Dalton [8]</td>
<td>2011</td>
<td>1035; 6815; 9956</td>
<td>0.1-20</td>
<td>3D</td>
<td>DNS</td>
</tr>
<tr>
<td>Oscillating cylinder (medium at rest)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dutsch et al. [6]</td>
<td>1998</td>
<td>35</td>
<td>0.5-15</td>
<td>2D</td>
<td>DNS</td>
</tr>
<tr>
<td>Duclercq et al. [7]</td>
<td>2011</td>
<td>4.5-50</td>
<td>10</td>
<td>2D</td>
<td>DNS</td>
</tr>
</tbody>
</table>

Oscillating flows one must keep in mind that there are two basic approaches to deal with them: (i) oscillate the medium past a fixed cylinder in a harmonic motion, or (ii) oscillate the cylinder in a harmonic motion in a medium at rest. The methods are actually equivalent and will produce the same results. However, method (i) is easier to implement in a solver since the cylinder is static, and numerical methods commonly encountered in computational fluid dynamics can be used. On the other hand, being able to increase the complexity of the system is a great asset and only methods (ii) offers the opportunity to investigate for instance the effect of confinement, the influence of non-harmonic motions or of detuning for cylinder arrays.

- concerning turbulence modeling, choices are also multiple. DNS strives to resolve all the important scales directly using very large degrees of freedom. Alternatively, the LES method computes the most energetic larger scales while the smaller ones are modeled so that the resolution barrier is considerably relaxed. At last, turbulence models based on the Reynolds-Averaged Navier-Stokes (RANS) equations require few computational resources. All scales present in the flow are modeled.

- as pointed out in Table 1, two- and three-dimensional calculations may be performed to evaluate flow-induced forces acting upon an oscillating cylinder. Such modeling choice is driven by the flow physics: turbulent structures at low Reynolds number may be dominated by two-dimensional vortices but at higher flow speed vortex breakdown and flow three-dimensionalization are likely to occur.

- mesh design is also a key parameters. Mesh size close to the solid surfaces are expected to have a great influence on the solution quality. Criteria on mesh size requirements for oscillating flows are still to be proposed.

- finally, time stepping influence, particularly when using a moving mesh, must be thoroughly investigated.

In the present work special attention is therefore paid to the link between numerical modeling and calculation accuracy in order to design guidelines to properly adjust the simulation parameters to the flow configuration. The flow development around a single oscillating cylinder is determined with a finite-volume solver, coupled with a moving mesh technique, for various Stokes numbers and using different turbulence modeling strategies: two-dimensional DNS, three-dimensional quasi-DNS, and two-dimensional URANS (Unsteady RANS). The approach (ii), as denoted earlier, is only treated here (oscillating cylinder in a medium at rest). The objectives are to determine on which range of Stokes and Keulegan-Carpenter numbers 2D or 3D simulations must be used, to assess the ability of URANS turbulence models to capture the flow features around an oscillating body, and to propose guidelines for the mesh design and the time stepping parameters.

With this aim in view, the incompressible Navier-Stokes equations are solved using the collocated finite-volume solver Code_Saturne [19]. The displacement of...
the cylinder is taken into account using the Arbitrary-Lagrangian-Eulerian (ALE) procedure [20], which permits to solve the flow equations with a moving mesh. Two Stokes numbers ($\beta = 483$; $1035$) are considered and the Keulegan-Carpenter number ranges from 1 to 20. As pointed out, 2D DNS, 3D quasi-DNS and 2D URANS simulations are performed to determine their possible range of use. LES capabilities have not been assessed. The solution quality is evaluated by estimating the drag and inertia coefficients throughout a least square method and comparing them to available experimental data.

The simulation apparatus is first detailed. The results are then presented and discussed and concluding remarks are finally drawn.

**SIMULATION APPARATUS**

**Flow configuration**

As shown in figure 1 a single circular cylinder placed in a medium at rest is considered. The axis of the cylinder coincides with the $z$-axis and harmonic oscillations are imposed in the in-line direction, i.e. following the $x$-axis in the present setup. The velocity $U(t)$ of the solid body then reads $U(t) = U_m \cos(2\pi ft)$ where $U_m$ is the velocity amplitude and $f$ the oscillation frequency. Introducing the diameter $d$ of the rod permits to introduce the so-called Keulegan-Carpenter number $KC = U_m/f d$ in order to characterize the motion amplitude, and the Stokes number $\beta$, or “frequency parameter”, with $\beta = d^2 f/\nu$, where $\nu$ is the kinematic viscosity.

In the present investigation, two Stokes numbers are studied, $\beta = 483$ and $\beta = 1035$, and the Keulegan-Carpenter number is in-between 0.4 and 20. The Reynolds number consequently spans over two decades, from $10^2$ to $10^4$. Drag and inertia coefficients are available in the experiments of Bearman et al. [4] and Obasaju et al. [5] for $\beta = 483$, and in those of Sarpkaya [2] for $\beta = 1035$.

**Numerical methods**

Flow motions are solved here using Code_Saturne, an EDF in-house open CFD tool [19] based on a collocated finite volume approach. Moving boundaries are modelled using the Arbitrary Lagrangian-Eulerian (ALE) approach which is based on a moving reference frame [21].

As concern the boundary conditions, a no slip condition is enforced on the cylinder wall. Periodicity is imposed in the spanwise direction while free outlets are implemented on the other frontiers of the calculation domain.

Calculations based on 2D DNS, 3D quasi-DNS and URANS are assessed. Three-dimensional calculations are here referred to as “quasi-DNS” since all the turbulent scales, especially those away from the walls, are not fully resolved in order to reduce computational cost. URANS simulations are also performed based on the $k - \varepsilon$ model, the $k - \omega$ and the $v^2 - f$, whose derivations may be found in Archambeau et al. [19].

**Grid design**

**Wall resolution.** A key parameter directly acting on the solution quality is the element size $\Delta$ in the vicinity of the solid surfaces. Mesh resolution at the wall is commonly reformulated in terms of wall units $\Delta^+$ for aerodynamic applications [22]: when $\Delta^+$ is smaller than 1 the simulation is ensured to capture all the turbulent scales developing at the wall. In the case of the oscillating cylinder different criteria as those retained for bodies in uniform translation may be however needed.

For a cylinder in harmonic motions, the thickness $\delta_v$ of the Stokes layer can be a relevant quantity. For instance Iliadis & Anagnostopoulos [14] proposed to evaluate the required minimum spatial resolution based on the thickness $\delta_v$, which can be approximated by $\delta_v \propto 4 \sqrt{\nu/\omega}$ where the pulsation reads $\omega = 2\pi f$. Note however that this criterion is only valid under the assumption that the flow is purely viscous and is consequently expected to be relevant only at very small Reynolds number.

Alternatively, when flow separation is likely to occur, e.g. for large Keulegan-Carpenter numbers and moderate Stokes numbers, one could propose a wall resolution requirement relying on the thickness $\delta_l$ of the laminar boundary layer at separation. Unfortunately, this quantity can hardly be predicted without the help of a full numerical simulation. Nonetheless, an order of magnitude can still be evaluated based on the experimental data of Bloor [23], obtained for a circular cylinder in a uniform cross-flow. Bloor [23] indeed suggested that the boundary layer thickness at separation would vary as $\delta_l \propto \sqrt{v d/U_m}$. It is proposed here to use these convect-
tive thickness to determine the minimum space resolution at higher Reynolds number flows.

In terms of non-dimensional parameters, it is straightforward to demonstrate that the viscous thickness reads \( \delta_{v}/d \propto 4/\sqrt{2\pi\beta} \) and the thickness obtained when the flow is dominated by convective phenomenon is given by the relationship \( \delta_{c}/d \propto 1/\sqrt{\beta \cdot KC} = 1/\sqrt{Re}. \)

It is worth noting that the viscous thickness only depends on the Stokes number whereas the convective thickness is a function of the Reynolds number only. Relevancy and practical use of these quantities to build up resolution criteria are further discussed in the result section where quantitative data are presented.

Meshes. All meshes used in the present study are build based on quadrangle elements only. Two- and three-dimensional grids have been designed with several wall resolution in order to assess the relevancy of the mesh resolution requirements proposed above.

Grids are parametrized according to the number of nodes \( N \) around a fourth of the circumference of the cylinder. Cells in addition have an aspect ratio close to 1 at the wall so that the mesh size \( \Delta r \) in the radial direction is given by \( \pi d/4N \). For the three-dimensional mesh the spanwise extent, \( L_z = 4d \), has been chosen to be the same of the one commonly used for static cylinders in a uniform flow.

Time stepping. The time step \( \Delta t \) is based on the Courant-Friedrichs-Lewy (CFL) condition, CFL = \( U_m \Delta t / \Delta r \), where \( \Delta r \) is the smallest mesh size. Further requirements related to the ALE procedure are further discussed in the remainder of the paper.

RESULTS

Two-dimensional DNS simulations

The drag and inertia coefficients, \( C_d \) and \( C_m \), are presented in figures 2.a and 2.b, respectively, as functions of the Keulegan-Carpenter number \( KC \), for a Stokes number \( \beta \) equal to 1035. Two-dimensional DNS results obtained with three mesh sizes are provided: \( 4\Delta r = \pi d/80 \), \( 4\Delta r = \pi d/160 \) and \( 4\Delta r = \pi d/320 \). For all these calculations the time steps are deduced only based on a CFL number equal to 0.5. The theoretical predictions of Wang & Dalton [24] as well as the experimental data of Sarpkaya [2] are also depicted for comparison.

A large scatter of the simulation results is first observed. The trend is particularly obvious for the drag coefficient in figure 2.a. For Keulegan-Carpenter numbers above 5, the calculations indeed underestimate the drag coefficient and discrepancies are seen on the inertia coefficient. This could be explained by the fact that for such oscillation amplitudes the flow is likely to be fully turbulent and three-dimensional. Two-dimensional simulations are consequently not able to reproduce the force coefficients.

For intermediate Keulegan-Carpenter numbers, with \( KC \) between 2 and 5, the amplitude of the forced motion
of the cylinder appears to be small enough to ensure a good collapse between the 2D simulations and the experiments.

Surprisingly, for smaller KC numbers, below 2, most of the simulations fail to predict the drag coefficient and tend to overestimate it.

Mesh convergence nonetheless seems to occur: in this range of motion amplitudes, reducing the mesh size seem to narrow the gap between the numerical data and the experiments. For instance, for KC = 0.5 and KC = 1, a mesh convergence is clearly visible, the finest grid (4Δr = πd/320) eventually provides a coefficient in good agreement with the one obtained by Sarpkaya [2]. However, for the smallest Keulegan-Carpenter, KC = 0.4, the finest mesh again overestimates the drag coefficient. Another numerical effect is probably responsible for the present discrepancies.

**Two-dimensional DNS simulations with adjusted time step**

Based on the results presented in section it seems that another numerical bias must be taken into account in order to explain the discrepancies observed for small motion amplitudes of the cylinder.

The ALE procedure itself may have an effect on the flow development. Time convergence is nonetheless granted and using a small enough time step ensures a negligible influence of the mesh motions on the flow field. In the present work, using at least 1000 time steps per oscillation period of the cylinder provides force coefficients in much better agreement with the reference values, especially for small Keulegan-Carpenter numbers.

The drag and inertia coefficients, $C_d$ and $C_m$, are presented again in figures 3.a and 3.b, respectively, as functions of the Keulegan-Carpenter number KC, for a Stokes number $\beta$ equal to 1035. For these simulations the time step has however been chosen so that it is always very small compared to the time scale of the cylinder motions. For both coefficients, a good collapse with the experiments is now seen for Keulegan-Carpenter numbers up to 3. Above this limit, the flow is probably fully turbulent and the 2D-DNS calculations thus fail to yield accurate predictions.

Consequently, an additional constraint on the time step, only related to the ALE procedure, may be formulated as $\Delta t \ll 1/f$ where $1/f$ is the period of the cylinder oscillations. Unfortunately, this criterion cannot be expressed in a quantitative manner. The maximum acceptable level of spurious dissipation introduced by the ALE procedure is indeed likely to depend on the numerical methods employed or on the flow configuration.

**2D vs. 3D simulations**

As emphasized in the previous sections, increasing the Keulegan-Carpenter numbers concurrently increases the Reynolds number. At large amplitude oscillations the flow is expected to be fully turbulent and to exhibit a three-dimensional structure.

In figures 3.a and 3.b it was shown that two-dimensional simulations fail to correctly predict the drag and inertia for Keulegan-Carpenter above 3. This upper limit for two-dimensional simulations corresponds to a Reynolds number close to 3100.

At a lower Stokes number, the same behavior is observed but on different intervals of Keulegan-Carpenter
numbers. In figures 4.a and 4.b, the drag and inertia coefficients are presented as functions of the Keulegan-Carpenter number KC, for a Stokes number $\beta$ equal to 483, for 2D DNS calculations. Mesh sizes such as $4\Delta r = \pi d/80$, $4\Delta r = \pi d/160$, and $4\Delta r = \pi d/320$ are depicted here, and the experiments of Bearman et al. [4] and Obasaju et al. [5] are used as references. Above KC = 7, limitations of the two-dimensional geometry lead to large gaps between the simulation and the experiments. The discrepancies are especially visible for the inertia coefficient. The Reynolds number is then around 3400 which is close to the value obtained for the other Stokes number $\beta = 1035$.

A three-dimensional quasi-DNS simulation has been carried out above this limit, for $\beta = 483$ and a motion amplitude KC = 10, leading to a Reynolds number of approximately 4800. Three-dimensional quasi-DNS and the experiments are depicted in figures 4.a and 4.b. For a Keulegan-Carpenter of 10, an offset is visible between the 2D DNS data and the reference. Switching to a 3D configuration however greatly improved the numerical results: a better collapse is seen for both drag and inertia coefficients.

Three-dimensional simulations are thus required for large amplitude motions of the cylinder. The Reynolds number seems to be a relevant indicator of the frontier between 2D and 3D calculations. Based on the present numerical data, for Re < 3000, two-dimensional modeling is enough to provide accurate drag and inertia coefficient, but above this limit, three-dimensional mesh configurations need to be used to fully capture turbulence features.

Mesh convergence

Mesh convergence is now considered in order to propose quantitative values for the criteria introduced in section .

A careful examination of the numerical data collected for the Stokes numbers $\beta = 483$ and $\beta = 1035$ demonstrated that in the purely viscous range the criterion based on the thickness of the Stokes layer is indeed relevant. For small Keulegan-Carpenter numbers, grids with sizes such as the constraint $\Delta r < \delta_r/8$ is fulfilled provide results in good agreement with the experiments.

For larger amplitudes of oscillations flow separation occurs and the resolution requirements at the wall seem to be given by the convective thickness. It turns out that grids with $\Delta r < \delta_c/2$ yield force coefficients close to the reference data.

These two criteria are of primary interest since they allow to design a priori the features of the mesh. It should be kept in mind that such upper limits of the wall resolution are most likely to depend on the discretization tools employed. Nonetheless, they still can be used to provide an order of magnitude of the minimum grid size.
The ability of URANS simulations to predict the force coefficients is finally assessed. The basic hypothesis underlying the use of RANS models is that the flow is fully turbulent. Comparisons are therefore carried out for a Stokes number equal to $\beta = 1035$ and a Keulegan-Carpenter number of 5. The Reynolds number is then close to $5 \times 10^4$.

RANS calculations are performed on two-dimensional meshes and the computed drag and inertia coefficients are presented in figure 5.a and 5.b as functions of the grid resolution. The data are normalized by the experimental value of Sarpkaya [2]. A large scatter is first observed, especially concerning the inertia coefficient with a failure of the various models to provide convergence to the reference value. In particular, the $\sqrt{v^2 - f}$ calculations had some stability issue with simulations that could not be completed on the finest grid. For the $k - \omega$ model, refining the grid tends to increase the gap between the simulations and the experiments with for instance a drag coefficient two times larger than the expected value for the finest grid. As for the $k - \varepsilon$, convergence seems to occur for both coefficients. Unfortunately, even if the drag coefficient eventually reaches the correct value, the inertia coefficient is significantly underestimated.

URANS simulations consequently fail to provide consistent force coefficients.

**CONCLUSION**

In the present work special attention has been paid to the link between numerical modeling and calculation accuracy in order to design guidelines to properly adjust the simulation parameters to the flow configuration. Two Stokes numbers ($\beta = 483; 1035$) have been considered with Keulegan-Carpenter number ranging from 1 to 20, using 2D DNS, 3D quasi-DNS and 2D URANS simulations.

Comparison of the drag and inertia coefficients to experimental data permits to draw some practice guidelines:

- an additional constraint on the time step, related to the spurious dissipation introduced by the ALE approach, has been highlighted: the time step must indeed be small compared to the oscillation period of the cylinder to avoid any interplay between the moving mesh procedure and the flow physics.
- two-dimensional DNS simulations accurately predict the force coefficients as long as the Reynolds number is lower than 3000. Above this limit the three-dimensional structure of the flow must be taken into account. Three-dimensional quasi-DNS calculations must then be performed.
- mesh resolution requirements depend on the flow physics. For viscous flow (e.g. small Keulegan-Carpenter numbers) the minimum grid size at the wall can be evaluated using the Stokes layer thickness $\delta_v/d \approx 4/\sqrt{2\pi\beta}$ while at higher amplitudes it is driven by the convective thickness defined defined

![Figure 5: Mesh convergence for the 2D URANS, for KC = 5 and $\beta = 1035$. (a) Drag coefficient $C_d$, and (b) Inertia coefficient $C_m$.](image)
here as \( \delta /d \propto 1/\sqrt{Re} \).

- RANS-based simulations fail to provide accurate prediction the force coefficients.

LES capabilities have not been assessed in the present work even though it may interested to analyze the influence of the subgrid-scale models on the resulting force coefficients.
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ABSTRACT
This study investigates flow around a circular cylinder in forced two-degree-of freedom motion at four different phase angles between the transverse and in-line cylinder motion, at a Reynolds number of 250. Time-mean and rms values of force coefficients and mechanical energy transfer are investigated against frequency ratio in the lock-in domain. Computations were carried out by an in-house finite difference code developed by the author. Results reveal that an increase in phase angle, by bending the figure-eight cylinder path downstream, can reduce drag. Mechanical energy transfer was mostly positive, meaning that energy is transferred from the fluid to the cylinder, leading to a potentially dangerous VIV situation. The change in the initial conditions resulted in hardly any changes in the results.

NOMENCLATURE
- $a_{0x,y}$ the dimensionless $x$ and $y$ components of cylinder acceleration
- $A_{x,y}$ amplitude of oscillation in $x$ or $y$ directions, respectively, non-dimensionalised by $d$
- $C_D$ drag coefficient, $2F_D/(\rho U^2 d)$
- $C_L$ lift coefficient, $2F_L/(\rho U^2 d)$
- $d$ cylinder diameter (m)
- $E$ mechanical energy transfer
- $f$ oscillation frequency, non-dimensionalised by $U/d$
- $f_v$ vortex shedding frequency, non-dimensionalised by $U/d$
- $F_D$ drag per unit length of cylinder (N/m)
- $F_L$ lift per unit length of cylinder (N/m)
- $R$ radius, non-dimensionalised by $d$
- $Re$ Reynolds number, $Ud/\nu$
- $St$ non-dimensional vortex shedding frequency, $f_v d/U$
- $t$ time, non-dimensionalized by $d/U$
- $T$ motion period, $1/f_v$
- $U$ free stream velocity, velocity scale (m/s)
- $v_{0x,y}$ the dimensionless $x$ and $y$ components of cylinder velocity

Subscripts
- $D$ drag
- $fb$ fixed body
- $L$ lift
- $rms$ root-mean-square value
- $v$ vortex shedding
- $x,y$ components in $x$ and $y$ directions
- $0$ for cylinder motion; for stationary cylinder at same $Re$; for initial condition
- $1$ on the cylinder surface
- $2$ on the outer boundary of the physical domain

INTRODUCTION
The flow past a single circular cylinder has been studied as a prototype of bluff body flows theoretically, experimentally and numerically. Some examples of these in real life are silos or smokestacks in wind or underwater pipes in a current. When vortices are shed from the structure a periodic force is generated which might lead to the vibration of the structure especially if the damping is small. The motion resulting from this force usually has either one or two degrees of freedom. The most frequently investigated type of one-degree-of-freedom (1-DoF) cylinder motion is the transverse cylinder oscillation. Both experimental and numerical studies have dealt with pure transverse cylinder motion (e.g., Williamson and Roshko, 1988; Lu and Dalton, 1996; Blackburn and Henderson, 1999. Less often investigated is pure in-line cylinder motion (e.g., Cetiner and Rockwell, 2001; Al-Mdallal et al., 2007; Mureithi et al., 2010).

However, far fewer investigations have been carried out for combined, two-degree-of-freedom (2-DoF) cylinder motion. In reality, however, both motions are often present, leading to a Lissajous-type path. The vortex-
induced vibration (VIV) arising in such cases can lead to problems such as fatigue and damage of structures.

Kheirkhah and Yarusevych (2010) suggest that where the mass ratio (the ratio of the mass of the vibrating system to the mass of the displaced fluid) is high, as mainly occurs when a structure is oscillating in air, then the frequency of oscillation in in-line and in transverse directions are approximately equal to each other. This can lead to an elliptical path, such as that observed in tube bundles in heat exchangers (Blevins, 1990). Studies by Didier and Borges (2007), Baranyi (2008) and Kheirkhah and Yarusevych (2010), among others, look at elliptical cylinder motion. The occurrence of vortex switches at certain amplitude values was noted (Baranyi, 2008).

A more typical Lissajous-type path, on the other hand, occurs with a low mass ratio, typically found when a cylinder is moving in liquid: cables and pipes submersed in flowing water may undergo fatigue or damage due to this kind of motion. In this case the frequency of the cylinder motion in in-line direction is approximately twice its frequency in transverse direction, as for example found by Jeon and Gharib (2001), Jauvitis and Williamson (2004), and Sanchis et al. (2008). The phase angle difference between in-line and transverse motion \( \Theta \) results in different cylinder paths (Jeon and Gharib, 2001). One typical Lissajous curve is a figure-eight-shaped path, while a path in the shape of an arc, or C-shape, has also been observed in the experimental study for an elastically supported cylinder of Sanchis et al. (2008) in the Reynolds number domain of \( Re = (1.3, 1.9) \times 10^4 \) and in the numerical work of Prasanth and Mittal (2009).

Figure-eight paths have been studied to some extent in numerical investigations with forced cylinder motion (e.g., Baranyi, 2011; Peppa et al., 2010). Both studies looked at the influence of the direction of motion along the figure-eight path; i.e., when the path is traced in a clockwise direction in the upper half or lobe of the figure (and naturally anticlockwise in the lower lobe), or vice versa. It was found that the orientation influenced the mechanical energy transfer: anticlockwise motion in the upper lobe (acw) resulted in positive energy transfer, meaning that the fluid tends to amplify the cylinder oscillation, which can easily lead to VIV. Force coefficients were also affected, with higher drag values for acw. Sanchis et al. (2008) found acw orientation in their free vibration study.

In their experimental study of flow around a forced 2-DoF cylinder motion, Jeon and Gharib (2001) investigated regular figure-eight paths and figure-eight patterns with the lobes bent slightly downstream. They state that the phase angle differences found ranged between \( \Theta = 0^\circ \) and \( 45^\circ \). Similar distorted figure-eight paths were also found in Sanchis et al. (2008).

Based on the results of the above-mentioned experimental studies, a numerical simulation can be designed in order to investigate the effect of phase angle difference on the flow past a cylinder in 2-DoF figure-eight motion. Mechanical oscillation is used to simulate flow around the cylinder as a preliminary study, without carrying out a full fluid-structure interaction (FSI) study. While it is true that a direct relationship between results of investigations of free and of forced vibration is difficult to ascertain (e.g., Williamson, 2004), this is a first step towards considering FSI, with special attention to the energy transfer between the cylinder and fluid.

Low-Reynolds number simulation is sometimes criticised for being irrelevant to real-life cases, which almost always involve higher Reynolds (Re) numbers. However, as Newman and Karniadakis (1995) argue, since many phenomena in flow-induced vibrations are only weakly dependent on Re, they can be fairly accurately simulated even at relatively low Re.

In this numerical study a circular cylinder is placed in a uniform flow at Reynolds number \( Re = 250 \) and mechanically oscillated in two directions, yielding various figure-eight paths (all anticlockwise in the upper lobe) for four phase angle differences. Mechanical energy transfer and the time-mean and root-mean-square (rms) values of force coefficients are investigated.

**COMPUTATIONAL METHOD**

A non-inertial system fixed to the accelerating cylinder is used to compute 2D low-Reynolds number unsteady flow around a circular cylinder placed in a uniform stream. The governing equations are the non-dimensional Navier-Stokes equations for incompressible constant-property Newtonian fluid in a non-inertial system fixed to the accelerating cylinder, the equation of continuity and the Poisson equation for pressure.

On the cylinder surface, no-slip boundary condition is used for the velocity and a Neumann type boundary condition is used for the pressure. At the far region, potential flow is assumed. Computational results show that this approximation results in some inaccuracies near the outer boundary only, and in practice it has no influence on the results of the near-wake flow and forces acting on the cylinder.

Boundary-fitted coordinates are used to impose the boundary conditions accurately. The physical domain bounded by two concentric circles with radii \( R_1 \) and \( R_2 \) is mapped into a rectangular computational domain with equidistant spacing in both directions (see Fig. 1). In the physical domain logarithmically spaced radial cells are used, providing a fine grid scale near the cylinder wall and a coarse grid in the far field. The transformed governing equations and boundary conditions are solved by finite difference method. Space derivatives are approximated by fourth order central differences, except for the convective terms for which a third order modified upwind scheme is used. The Poisson equation for pressure is solved by the successive over-relaxation (SOR) method. The Navier-Stokes equations are integrated explicitly and continuity is satisfied at every time step. For further details see Baranyi (2003; 2008). The 2D code developed by the author has been extensively tested against experimental and computational
results with good agreement being found, (Baranyi, 2008). A systematic comparison with results from the commercial software package Ansys Fluent also yielded very good agreement (Baranyi et al., 2011).

In this study the dimensionless time step is 0.0005, the number of grid points is 481x451, and a relatively large physical domain of \( R_2 / R_1 = 360 \) has been chosen to enhance accuracy.

\[
x_0 = A_x \sin(4 \pi f_y (t - t_0) + \Theta); \quad y_0 = A_y \sin(2 \pi f_y (t - t_0)), \quad (1)
\]

where \( A_x \) and \( A_y \) are the dimensionless oscillation amplitudes and \( f_y \) is the frequency of oscillation in transverse direction. Here \( t \) and \( t_0 \) are non-dimensional time, with \( t_0 \) being the initial condition, and \( \Theta \) is the phase angle difference between the two oscillations. The second time derivatives of \( x_0 \) and \( y_0 \) give the accelerations that occur in the Navier-Stokes equations.

Jeon and Gharib (2001) suggest that the value of phase angle \( \Theta \) tends to drift for free-vibration cases, but is usually in the range of 0 to \(-45^\circ\). Different phase angle values result in different cylinder paths. Based on the suggestion of Jeon and Gharib (2001) \( \Theta = 0^\circ, -15^\circ, -30^\circ, \) and \(-45^\circ\) are investigated here. As shown in Fig. 2, \( \Theta = 0^\circ \) gives a symmetric figure-8-path; whereas at \( \Theta = -45^\circ \) the path is a figure-8 pattern with the lobes bent downstream. The dimensionless oscillation amplitudes in this study are fixed at \( A_x = 0.1 \) and \( A_y = 0.4 \) throughout the study, ensuring slender cylinder paths. The Reynolds number is fixed at \( Re = 250 \). The independent variable for the investigation is the frequency ratio of \( f/y/St_0 \) ranging from around 0.7 to 1.1 (in the vicinity of the natural vortex shedding frequency \( f/y/St_0 = 1 \)), but limited to within the lock-in domain. Here \( St_0 \) is the dimensionless vortex shedding frequency for a stationary cylinder at the same Reynolds number. For \( Re = 250 \) the value \( St_0 = 0.20355 \) was used (from Posdziech and Grundmann, 2007).

Since initial condition was earlier found to influence the number and/or location of jumps in the TM and rms values of force coefficients for a cylinder in 2-DoF motion (Baranyi, 2008), computations were carried out for three different initial conditions \( (t_0 = 0, 0.5, 1.0) \) for \( \Theta = -15^\circ \). For the other \( \Theta \) values the initial condition was \( t_0 = 0 \).

\[
C_D = C_{D,fb} + \pi a_{\Theta}/2, \quad C_L = C_{L,fb} + \pi a_{\Theta}/2 \quad (2)
\]
where \(a_{x0}\) and \(a_{y0}\) are the cylinder acceleration components and subscript ‘fb’ refers to the fixed body (understood in an inertial system fixed to the stationary cylinder), Baranyi (2005). Since the inertial terms are periodic functions, their TM values vanish, resulting in identical TM values for lift and drag in the inertial and non-inertial systems. Naturally the rms values of \(C_L\) and \(C_D\) will be somewhat different in the two systems.

Investigation was restricted to lock-in cases. Lock-in, or the synchronization between vortex shedding and cylinder motion, produces a periodic solution for each of the force coefficients. In this paper, we consider lock-in to be when the vortex shedding frequency is identical to \(f_y\), the frequency of transverse cylinder oscillation.

The non-dimensional mechanical energy transfer originally introduced by Blackburn and Henderson (1999) for transversely oscillated cylinder was extended for a general 2-DoF motion of the cylinder by Baranyi (2008):

\[
E = \frac{2}{\rho U^2} \int_0^\infty \int_0^\infty F \cdot v \, d \tau \, d \xi = \int \left( C_D v_{x0} + C_L v_{y0} \right) \, d \tau ,
\]

where \(T=1/f_y\) is the motion period chosen, \(v_{x0}\) and \(v_{y0}\) are the \(x\) and \(y\) components of cylinder velocity. Note that Eq. (3) is valid for 1-DoF cylinder motion as well.

**RESULTS**

In this study, computations are carried out for the flow past a cylinder following a distorted figure-8-path at \(Re=250\) against frequency ratio \(f_y/St_0\) within the lock-in domain. Mechanical energy transfer \(E\) between the cylinder and the fluid, time-mean (TM) and rms values of lift \(C_L\), drag \(C_D\), base pressure and torque coefficients are investigated, but for the sake of simplicity only \(C_L\), \(C_D\) and \(E\) values will be shown in the paper. Sudden jumps between state curves were found in some cases; these indicate a sudden change in the vortex structure (Baranyi, 2008). Values just before and just after a jump (vortex switch) are presented in a pre- and post-jump analysis.

**Time-mean and rms values**

At all four phase angle values investigated, the TM of lift and torque coefficients was zero throughout the locked-in frequency domain (not shown here). This has also been found for all transversely oscillated cases investigated by the author. The rms of fixed-body lift, shown in Fig. 3, generally increases with frequency ratio for all \(\Theta\) values. A tendency that can be observed in Fig. 3 above the frequency ratio of 0.84 is that the absolute value of \(\Theta\) increases with \(f_y/St_0\). Some jumps can be seen in the curves. The curve belonging to \(\Theta = -45^\circ\) is not even continuous, because – in accordance with the findings of Gharib (1999) – for \(\Theta = -45^\circ\) a not-locked-in domain exists that is bounded by two lock-in domains.

The TM of drag versus frequency ratio for the four phase angle values is shown in Fig. 4 in the lock-in domain. It can be seen that the TM of drag decreases with larger absolute values of the phase angle over most of the lock-in frequency ratio domain for the given parameters. Clear changes in behaviour are seen between \(\Theta=0^\circ\) and the other \(\Theta\) values; as the path is bent downstream, the drag is drastically reduced, while sudden jumps in the curve appear, indicating an abrupt switch in vortex structure (see e.g. Baranyi, 2008).

**Figure 3. Rms of lift versus frequency ratio**

for phase angles \(\Theta=0^\circ\), \(-15^\circ\), \(-30^\circ\) and \(-45^\circ\)

The rms of fixed body drag against frequency ratio can be seen in Fig. 5. It seems that the values for \(\Theta=0^\circ\) are much higher than \(C_{D fb rms}\) values belonging to other \(\Theta\) values. As can be seen in the figure, the curves belonging to \(\Theta= -15^\circ\), \(-30^\circ\) and \(-45^\circ\) are grouped together. As no substantial jump can be observed in the figure, it seems that vortex switches do no not have much effect on \(C_{D fb rms}\) values, probably due to symmetry.
Mechanical energy transfer

Figure 6 shows the mechanical energy transfer $E$ between the fluid and cylinder. For $\Theta=0^\circ$ and at the amplitudes of $A_x$ and $A_y$, investigated, $E$ remained positive throughout the lock-in domain, and practically constant from 0.77 to 0.93. For the other three values, although the largest part of the lock-in domain exhibits positive mechanical energy transfer values, there are some sub-domains where $E$ is negative. Positive $E$ means that energy is introduced into the cylinder and in the case of free vibration, this could well lead to VIV. It can also be seen in the figure that $E$ decreases with larger phase angle differences.

Effect of initial condition

As is well known, a main feature of non-linear systems is that their solutions can be very sensitive to the initial condition. A very small change in the initial conditions can result in a drastic change in the solution. To check whether this is the case here computations for $\Theta=-15^\circ$, first carried out at $t_0=0$, were repeated for $t_0=0.5$ and 1.0 (see Eq. (1)). In contrary to previous findings in Baranyi (2008) for an elliptical path, where the location of jumps was affected strongly by the initial condition, here the solutions basically were independent of the initial conditions: the three curves collapse into one, as can be seen in Figs. 7 and 8. Note that the curve for the TM of drag in Fig. 7 is the same as that denoted by blue empty triangles in Fig. 4, while the mechanical energy transfer curve shown in Fig. 8 is seen also in Fig. 6. Curves for all other variables also coincided for the three different $t_0$ values. For these parameters, it can thus be stated that the initial condition has essentially no effect on the flow.
of space pre- and post-jump results will be shown only for the single case of $\Theta = -45^\circ$, with frequency ratios on the two sides of the jump of $(f_y/St_0)_1 = 0.8345$ and $(f_y/St_0)_2 = 0.835$.

The time histories of the periodic part of the fixed body lift for the two frequency ratios are shown against the dimensionless time $t$ in Fig. 9. Pre-jump curves are denoted by red lines and post-jump curves by blue lines in Figs. 9 and 10. As can be seen in the figure, despite the tiny difference in the frequency ratios, the two time-history curves are substantially different.

The limit cycle curves $(C_{Dfb}, C_{Lfb})$ can be seen in Fig. 10 for the pre-jump and post-jump frequency ratios. The very small difference in frequency ratio results in a drastic change in the shape of the two limit cycle curves. Interestingly, both curves have reflection symmetry. This is true for the drag-lift limit cycle curves of every computational point with a periodic solution. This symmetry originates from the fact that the drag is the same for both positive and negative $y_0$ displacement values.

When $C_{Lfb}$ and its time derivative $\dot{C}_{Lfb}$ are plotted only at the multiples of the motion period $T$ a Poincaré map is obtained, which can be interpreted as a discrete dynamical system. Here, we investigate the limit cycle curves $(C_{Lfb}, \dot{C}_{Lfb})$ containing all the points in the phase plane as a continuous function of time, for pre-jump (Fig. 11) and post-jump (Fig. 12) frequency ratios. Again, noticeable differences occur. The curve in Fig. 11 exhibits two cusps, and is much smaller than the post-jump curve in Fig. 12, which is a relatively smooth curve.

Vorticity contours are presented for pre-jump (Fig. 13) and post-jump (Fig. 14) frequency ratio values. The blue lines indicate negative vorticity values (clockwise rotation), and the red lines show positive values (anticlockwise rotation). The contours belong to the same
cylinder position, at \( t=240T \), by which time the solution is fully periodic.

With pure in-line oscillation mirror image switches have been observed, so the pattern remains the same type (in the cases investigated, one pair of vortices is shed in one cycle) (Baranyi et al., 2010). This was probably caused by symmetry-breaking bifurcation (see e.g. Crawford and Knobloch, 1991). For transverse cylinder oscillation no switches were found, and the 2S pattern (a single vortex shed from each side of the cylinder within a single cycle; see Williamson and Roshko, 1988) appears to be typical around \( Re=250 \) (Baranyi et al. 2011). With elliptical motion, the solution flips but appears to move further from the mirror image solution as the transverse component increases (Baranyi, 2008). In this case, the flow patterns do not seem to flip in the vicinity of the cylinder, but a striking difference in flow structure can be seen. Figure 13 shows what appears to be 2P shedding (a pair shed from each side of the cylinder in one cycle), while the post-jump pattern seems to be 2S, rather similar to the Kármán vortex street but with a broader wake.

Mechanical energy transfer also decreases with increasing phase angle difference, but remains mostly in the positive domain, meaning that energy is transferred from the fluid to the cylinder, thus leading to a potentially dangerous VIV situation.

At all four phase angle values investigated, the time-mean of lift and torque coefficients was zero throughout the locked-in frequency domain.

The initial condition had scarcely any effect on the solution for \( \Theta = -15^\circ \).

Where jumps in time-mean or rms values representing vortex switches were identified, pre- and post-jump analysis was carried out, revealing different time-history and limit cycle curves, vorticity contours and even different vortex shedding patterns.

As this study investigated only an anticlockwise direction of orbit, further investigation could include repeating computations for the clockwise case or at other Reynolds numbers or oscillation amplitude values.
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ABSTRACT

Two-dimensional simulations of the flow around straked cylinders are presented. We set the geometry of the strakes and tested five different angles of rotation of the cylinder with respect to the free stream. The simulations were performed for fixed cylinders and for cylinders mounted on elastic bases. The Reynolds number was kept constant and equal to 150 for all simulations, and the mass ratio was equal to 10. The results were compared to those obtained from the simulation of the flow around a bare cylinder under the same conditions. We observed that the two-dimensional strakes are not effective in suppressing the vibration of the cylinders, but also noticed that the responses were completely different even with a slight change in the angle of rotation of the body. Although the simulations do not reproduce what happens with cylinders fitted with three-dimensional helical strakes, it provides some insights of the physical mechanisms responsible for the vibration suppression.

INTRODUCTION

In the last two decades, offshore oil exploration on the brazilian coast has significantly increased, and nowadays the high importance of this economical activity to the country is undisputed. One of the challenges in the design of offshore systems is to cope with the vortex-induced vibration (VIV) of risers, which can cause serious damage by fatigue. There are many devices that are employed to mitigate and/or suppress VIV; amongst the most common of them are strakes. Strakes are ribbons that are attached to the riser forming a helix around it. They were first employed in wind engineering [1], but have proved efficient also in marine applications. The usual design is to use three ribbons equally spaced along the riser circumference, so the cross-section of the final product is a circle with three small protrusions, spaced 120 degrees from each other.

Although the suppression of VIV is crucial for the offshore industry and strakes are by far the most used device to achieve this goal, the number of papers about the flow around straked cylinders published so far is not large. Almost all of them are experimental [2–4]; [5] published the only computational work that investigates the flow around straked cylinders we are aware of. These papers and the experience in the oil industry shows that strakes are indeed efficient in suppressing VIV. However, little is understood about the physics of how it works. The Centre for Fluids and Dynamics (NDF) of the Department of Mechanical Engineering at the University of São Paulo has recently started an initiative to elucidate the physical mechanisms of the VIV suppression by strakes. The first approach was experimental, and resulted in the publication of a paper in an international journal [4]. Currently, we are approaching the problem with computational tools. [6] presents an investigation using the Lattice-Boltzmann Method, while here we use the Spectral/hp Element Method [7]. The goal of this initiative is to understand the mechanism that damps the VIV, so more efficient designs can be proposed. Besides that, it is known that strakes increase the drag on the cylinder; a secondary objective of this study is to find ways to lessen this downside of the device.

We carry out two-dimensional simulations to investigate the dynamics of the shear layers that separate from the body, and compare to what is observed for a plain cylinder. The Reynolds number tested is 150, which is well below that characteristic of offshore structures, but
high enough to allow the observation of the interaction of the shear layers that separate from the body. We believe that the physical insights obtained in this work will be valid for higher Reynolds numbers.

**METHODOLOGY**

We ran simulations for the flow around a fixed cylinder and around a rigid cylinder mounted on an elastic base. For the simulations around movable cylinders, the computational results were obtained by coupling the solution of the flow with the solution of the structural response. To simulate the oscillatory movement of the body, an oscillatory cross-flow around circular cylinder in a frame of reference fixed to the body has been employed. The uniform flow is superimposed on a cross-flow representing the transverse movement of the body, modifying the Dirichlet boundary conditions (upstream boundary) and adding the oscillatory component (α), like in [8]. The flow is governed by the incompressible Navier-Stokes equations, which can be written in non-dimensional form, for a non-inertial frame of reference, as:

\[
\frac{\partial \mathbf{u}}{\partial t} = -(\mathbf{u} \cdot \nabla) \mathbf{u} - \nabla p + \frac{1}{Re} \nabla^2 \mathbf{u} + \alpha, \quad (1)
\]

\[
\nabla \cdot \mathbf{u} = 0. \quad (2)
\]

The cylinder diameter \( D \) is the reference length and the free-stream speed \( U_\infty \) is the reference speed used in the non-dimensionalisation. \( \mathbf{u} \equiv (u, v, w) \) is the velocity field, \( t \) is the time, \( p \) is the static pressure, \( Re = \rho U_\infty D/\mu \) is the Reynolds number and \( \mu \) is the dynamic viscosity of the fluid. The pressure was assumed to be scaled by the constant density \( \rho \). The numerical solution of these equations was calculated using a Spectral/\( hp \) discretisation as described in [7], which is high order and has been extensively validated in previous works.

On the structural side, we assumed that the moving cylinder was rigid and mounted on an elastic base with zero damping that allows displacement in only one direction; the behaviour of such an oscillating structure is described by the equation of a linear mass-spring system forced by the fluid load. This equation can be written in non-dimensional form as

\[
\frac{\pi m^*}{4} \ddot{y}_c + \frac{\pi^3 m^*}{V_r^2} y_c^* = F_y^* (y_c^*, \dot{y}_c^*, \dot{t}^*). \quad (3)
\]

The non-dimensional parameters \( m^* = \frac{4M}{\rho_\infty U_\infty^2 D} \) and \( V_r = \frac{U_r}{U_\infty} \) are the mass ratio and reduced velocity respectively and \( F_y^* = \frac{C_L}{2} = \frac{F_y}{\rho U_\infty^2 D L} \) is the non-dimensional force imposed by the fluid in the direction of motion. The corresponding dimensional structural parameters are the dimensional mass \( M \) and the structural stiffness \( K \). \( f_n \) is the natural frequency of the structure in vacuum \( (f_n = \sqrt{K/M/(2\pi)}) \), \( L \) is the (axial) length of the cylinder and \( C_L \) is the lift coefficient. The structural equation was integrated using Newmark’s scheme [9].

Equations (1), (2) and (3) have to be solved in a coupled manner. The fluid load \( F_y^* \) in eq. (3) is calculated from the solution of the flow equations (1)-(2), and the velocity of the flow on the boundaries, which are necessary for the solution of Eqns. (1)-(2), is determined by the solution of the structure equation (3). In this work, the structure and flow solvers were loosely coupled, similar to the work of in [10], since the time step size necessary for the solution of the flow equations (i.e. the CFL restriction) was sufficiently small to yield convergent loosely-coupled schemes.

**RESULTS**

We have simulated the flow around a bare cylinder with diameter \( D \), to serve as a benchmark case, and around a cylinder with three strake ribbons, each one with a cross section of 0.2\( D \) of height and 0.05\( D \) of width. We have tested five different configurations of the straked cylinder: the first had one of the strakes aligned with the flow, pointing in the upstream direction, and the four other configurations were obtained rotating the cylinder in steps of 15 degrees in the anti-clockwise direction, as illustrated in Fig. 1. We employed circular meshes to run the simulations. This choice was made because we intend to extend the code to run three-dimensional simulations, and we envisage a way of dealing with helical geometry that will require circular meshes. The radius of the circular domain was 30\( D \) for all configurations but that with 60° rotation, for which a domain with a radius of 60\( D \) had to be employed due to numerical stability problems. The meshes were very refined close to the cylinder and strakes and had coarser elements away from the body. We have employed velocity inlet boundary conditions on the left-hand border of the mesh: \( (u = 1, v = 0) \) and a high-order boundary condition for the pressure as explained in [11]. On the right-hand border outflow conditions were employed, i.e., \( (\partial u/\partial n = 0, \partial v/\partial n = 0, p = 0) \). No-slip boundary conditions were imposed on the cylinder and strakes surfaces. A 8\(^{th}\) degree Jacobi polynomial was employed as test function in all mesh elements. This discretization was chosen after a rigorous convergence test that analysed the variation of the most important integral
quantities (mean drag coefficient, Strouhal number and RMS of the lift coefficient), and ensured a relative error of less than 0.1% in these quantities for fixed cylinders.

First, we show the results from the simulations with fixed cylinders. Next, we present simulations for cylinders mounted on an elastic base, with mass ratio equals to 10.0 and zero structural damping, and vary the reduced velocity from 2.0 to 15.0, keeping the Reynolds number constant, i.e. changing the stiffness of the structure. All the simulations were run for more than 1000 non-dimensional time units.

**Fixed cylinders**

Table 1 shows the force coefficients obtained from the simulations of the flow around the fixed configurations. Some instantaneous vorticity fields obtained with these simulations are shown in Fig. 2, in which one of the most important features of the flow around straked cylinders can be clearly seen: the fixed separation points on the strakes. We can see, though, that the presence of strakes in a two-dimensional simulation does not prevent the interaction of the separating shear layers and vortex shedding.

It can be seen in Tab. 1 that the value of all the quantities vary significantly from one geometry to the other. The bare cylinder shows the highest Strouhal number and the narrower wake, as evinced in Fig. 2(a). Among the straked cylinders, the lowest Strouhal numbers are those obtained with the rotations 45° and 60°, which exhibit separation in the upstream half of the cylinder due to the strakes, as illustrated in Fig. 2(d). The fact that the opposite shear layers are farther apart from each other in those cases explain the lower Strouhal numbers and wider wakes obtained.

It is also remarkable the increase in drag when the cylinders are fitted with strakes, reaching values almost twice as large as that of the bare cylinder. Even for the flow around the configuration with rotation 0°, illustrated

---

**FIGURE 2**: INSTANTANEOUS NON-DIMENSIONAL VORTICITY CONTOURS FOR FIXED CYLINDERS, SELECTED CONFIGURATIONS. VALUES RANGE FROM $-3.3$ (BLUE) TO $3.3$ (RED).
TABLE 1: FORCE COEFFICIENTS OBTAINED FROM THE SIMULATIONS AROUND FIXED CYLINDERS.

<table>
<thead>
<tr>
<th>Geometry</th>
<th>St</th>
<th>$\bar{C}_D$</th>
<th>$C_L$ RMS</th>
<th>$\bar{C}_L$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bare Cylinder</td>
<td>0.185</td>
<td>1.323</td>
<td>0.365</td>
<td>0.000</td>
</tr>
<tr>
<td>Strakes 0°</td>
<td>0.171</td>
<td>2.009</td>
<td>0.602</td>
<td>0.000</td>
</tr>
<tr>
<td>Strakes 15°</td>
<td>0.170</td>
<td>1.968</td>
<td>0.616</td>
<td>-0.789</td>
</tr>
<tr>
<td>Strakes 30°</td>
<td>0.161</td>
<td>1.969</td>
<td>0.694</td>
<td>-1.281</td>
</tr>
<tr>
<td>Strakes 45°</td>
<td>0.135</td>
<td>2.371</td>
<td>1.060</td>
<td>-0.718</td>
</tr>
<tr>
<td>Strakes 60°</td>
<td>0.136</td>
<td>2.568</td>
<td>1.183</td>
<td>-0.001</td>
</tr>
</tbody>
</table>

in Fig. 2(b), which has the strakes in the “more streamlined” position of all, the drag coefficient is already 65% larger than in the bare cylinder case. In general, the larger frontal area of the straked cylinders and the poor pressure recovery due to the early separation of the flow decisively contribute to this higher drag.

The presence of strakes also increases the fluctuation of the lift coefficient, as can be seen in the column with $C_L$ RMS data. Besides that, a nonzero mean lift is observed for the asymmetric configurations (with respect to the streamwise direction), 15°, 30° and 45°. Figures 2(c) and 2(d) show examples of asymmetric wakes produced by such configurations.

**Cylinders mounted on elastic bases**

Figure 3(a) shows the amplitude vibration of the cylinder as a function of the reduced velocity, for all configurations. It can be seen that the bare cylinder exhibits a typical low Reynolds number VIV response, with significant amplitudes located on a limited range, which is the synchronisation range. Within this range, the frequency of vortex shedding is approximately equal to the natural frequency of the structure, as can be seen in Fig. 3(b). For the parameters studied here ($Re = 150$ and $m^* = 10$), the maximum amplitude of vibration is about $0.56D$ and the synchronisation occurs for $4.0 < V_r < 7.5$.

The straked cylinders show different responses. For the configurations with 0°, 15° and 30° rotations, the responses are similar to that obtained with the bare cylinder: there is a synchronisation range for which the amplitude of vibration is significant and outside this range the amplitude is small. This reduced velocity range is the same as that of the bare cylinder. However, the amplitudes are smaller within the synchronisation range when compared to the bare cylinder, reaching a maximum of about $0.51D$. In contrast, the configurations with 45° and 60° rotations show a strikingly different behaviour. For 45° rotation, there is a synchronisation range too, but it is wider than for the previous cases, starting at $V_r = 4.0$ and finishing at $V_r = 10.0$, reaching amplitude values of about $0.69D$. After this synchronisation range, there is a region of very high amplitudes, for $V_r > 11.0$. In this region, the cylinder is vibrating due to galloping. Figure 3(b) shows that during galloping, the structure vibrates at the natural frequency. This is different from what happens to the other configurations, since for those at high reduced velocities the cylinder vibrates at the Strouhal frequency. For the configuration with 60° the galloping range merges with the synchronisation range, there is no clear separation between them.

Figure 4 shows some examples of instantaneous vor-
ticity contours obtained with configurations mounted on elastic bases at reduced velocities for which the amplitude of vibration was large. The bare cylinder, shown in Fig. 4(a), exhibits the typical Kármán wake, while the other configurations present different vortex patterns. For 15° rotation within the synchronisation range (Fig. 4(b)), the vortex wake is regular, with vortices of opposite vorticity on different sides of the wake, but the wake itself is much wider than in the bare cylinder case. Figure 4(c) shows contours for 45° rotation at the peak amplitude of the synchronisation range. We see that the wake is not regular and the vortices interact in a manner completely different from the previous two cases. Finally, a galloping case is illustrated in Fig. 4(d), in which the separation and reattachment of the boundary layer, typical from galloping responses, can be seen on the lower part of the cylinder. The vortex wake is not regular in this case either.

CONCLUSION

The results show that two-dimensional strakes are not effective in suppressing VIV, so we conclude that the helical geometry is a prime feature of this device. Although the simulations do not reproduce what happens with helical strakes, the results presented here give some insights of the mechanisms involved in the suppression. We could see that the flow fields and response of the structure changes dramatically with just a slight change of the angle of the geometry with respect to the incoming flow direction. For example, we could see VIV or galloping happening at the same reduced velocity, depending on the straked cylinder rotation. Therefore we expect that the flow will be completely de-correlated along the span, and this certainly contributes to the vibration suppression. In the next stages of the research, we are going to extend the computational code in order for it to be able to simulate the flow around a three-dimensional helical geometry.
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ABSTRACT
The dynamic stability problem of machines and structures is one of the important subjects for a long time. By the way, in the conventional dynamic stability analysis, many problems of the structural analysis have been dealt with as a conservative system. However, as it is thought that some problems may be affected by the deflections of a structure, the treatment of a nonconservative system such as a follower force becomes important. In this paper, the stability of nonconservative system of a beam is investigated when the fluid force acting on a beam subjected to the axial flow is considered to be an axial force. The fundamental study is performed by using the discrete model of 2 degree of freedom systems. Moreover, this is expanded to the continuous models of a cantilever, a simply supported beam and a free-free beam. And, the physical consistency between a discrete model and a continuous one and the effect of damping are discussed.

INTRODUCTION
The dynamic stability problem of a machine and a structure is one of the problems important for a long time. Recently in particular, when a machine and a structure become large size and weighted lightly, it is considered that they become flexible structures relatively to the force. So, the dynamic stability problem becomes important more and more.

In the conventional dynamic stability analysis, they are analyzed assuming that the acting direction of a force is not affected by their deflections. In other words, the many problems which have been dealt with are corresponding to a conservative system in which the force is considered to be conservative. However, the technical problems which are affected by fluids such as air or water increase recently. It is often thought that the acting direction of the force subjected to these fluids forces changes according to the deflection of the structure. That is, the handling the force to be nonconservative such as follower forces is considered to be important.

As examples that the examination of a follower force is necessary, a rocket subjected to the thrust of burners, a submarine to the thrust of screws or water jets and the Guillotine shaped break of a large-scale piping, and so forth are enumerated. In addition, in the accident of a machine and structure which were occurred in the past, it is thought that there are some examples in which the unstable vibration caused by follower forces was a main cause although the detailed elucidation has not been done. Under such situation, as for the study of this field, the submission of the problem has been already accomplished relatively for a long time [1]-[4], and some studies have been accomplished continuously [5]-[9]. However, it cannot be necessarily said that they are enough. The studies which focused on a nonconservative system become very important to send a safer machine and structure off to the world.

Here, a fluid force is considered to be axial force about a beam subjected to the axial flow, and a nonconservative stability problem of a beam is investigated. At first, the fundamental study is performed using a discrete model consisted of two degree of freedom systems. Next, the study is developed by using the continuous model of the cantilever. Then, the physical consistency between the discrete model and the continuous model and the effect of damping so on are investigated. Moreover, the stability of a simply supported beam and a free-free beam are also studied.

THEORY

Modeling of a conservative system and a non-conservative system

The drag forces of a fluid acting on a structure are divided into frictional drag and pressure drag. When a
fluid flows on the surface of a structure, the structure is subjected to the friction drag due to the viscosity of a fluid. When a structure is streamlined, this friction drag becomes dominant. Of course, by a vortex shedding and a flow separation from the surface of a structure, the structure is subjected to the pressure drag based on the differences in the pressure of a fluid. When a structure is bluff, this pressure drag becomes dominant. Here, when the above-mentioned fluid forces are acted on the cantilever, the elastic stability problem of a beam is studied by assuming approximately the force to be a concentrated force or the uniform distributed force tangentially. At first, let us study a model shown in Fig.1 as a general elastic stability problem.

![Fluid forces on a structure](image)

Here, $l$ is length of the cantilever, $P, P(x)$ show a concentrated force and a distributed axial force, respectively. $\gamma$ shows the angle between the direction of a force and the tangential direction of a beam.

Figure 1(a) shows the case in which a concentrated force acts on the free end of a cantilever. In the case of $\gamma = 0$, it is the Euler buckling of a beam in statics. In addition, it is the problem of Beck where a nonconservative force acts on a beam in case of $\gamma > 0$. On the other hand, Fig. 1(b) shows the case that a tangential uniform distributed force acts on a beam. In the case of $\gamma = 0$, a uniform distributed force acts axially on a beam in the direction which is the tangential one before a beam deflects, and it is a problem of Euler as the model where the conservative force acts on a beam. In addition, in the case of $\gamma > 0$, a uniform distributed force acts on a beam to the tangential direction of the beam as a follower force, and it is a problem of Leipholz as the model where the non-conservative force acts on a beam.

**Discrete model of 2 degree of freedom systems**

Concerning with the models subjected to a conservative force and a nonconservative one (follower force), the discrete model of 2 degree freedom systems can be adopted in stead of a continuous model of a uniform beam according to Ziegler[2]. These models are called as Euler model and Herrmann model respectively, as shown in Fig.2.

![Discrete model of 2 degree of freedom systems](image)

As for 2 degree of freedom systems, a uniform elastic beam is assumed to consist of 2 rigid bars, and springs and dampers, and the rigid bars which connect the mass points are mass-less. In Fig. 2, $m_1, m_2$ are the concentrated mass, $L$ is the length of a beam, and $\theta_1, \theta_2$ are the angular displacement. And, $k$ denotes the rotational spring constant, $c$ the coefficient of rotational viscous damper.

**Governing equation**

**Discrete model of 2 degree freedom subjected to a concentrated force at the free end**

When a conservative force acts on the model, the governing equation corresponding to Euler model of Fig 2(a) is obtained as follows by using Lagrange’s equation.

$$\begin{bmatrix} (m_1 + m_2)L^2 & m_2L^2 \\ m_2L^2 & m_2L^2 \end{bmatrix} \begin{bmatrix} \ddot{\theta}_1 \\ \ddot{\theta}_2 \end{bmatrix} + \begin{bmatrix} 2c & -c \\ -c & c \end{bmatrix} \begin{bmatrix} \dot{\theta}_1 \\ \dot{\theta}_2 \end{bmatrix} + \begin{bmatrix} 2k - PL & -k \\ -k & k - PL \end{bmatrix} \begin{bmatrix} \theta_1 \\ \theta_2 \end{bmatrix} = \begin{bmatrix} 0 \\ 0 \end{bmatrix}, \quad (1)$$

Next, when a nonconservative force acts on the model, the governing equation corresponding to Herrmann model of Fig 2(b) is obtained as follows as well as the case of a conservative force.

$$\begin{bmatrix} (m_1 + m_2)L^2 & m_2L^2 \\ m_2L^2 & m_2L^2 \end{bmatrix} \begin{bmatrix} \ddot{\theta}_1 \\ \ddot{\theta}_2 \end{bmatrix} + \begin{bmatrix} 2c & -c \\ -c & c \end{bmatrix} \begin{bmatrix} \dot{\theta}_1 \\ \dot{\theta}_2 \end{bmatrix} + \begin{bmatrix} 2k - PL & PL - k \\ -k & k \end{bmatrix} \begin{bmatrix} \theta_1 \\ \theta_2 \end{bmatrix} = \begin{bmatrix} 0 \\ 0 \end{bmatrix}, \quad (2)$$

**Continuous model subjected to a concentrated force at the free end**

When a conservative concentrated force $P$ acts on the continuous model (cantilever) as shown in Fig 1(a), it becomes Euler’s buckling problem. Then, the following value is obtained.
\[ P_c = \frac{\pi^2 EI}{(2l)^4}, \]  

(3)

where \( P_c \) is the critical force for buckling.

Next, when the concentrated force \( P \) as a nonconservative force (follower force) acts on the continuous model (cantilever), the following governing equation can be obtained as shown in references [1]-[4].

\[
\rho A \frac{\partial^2 y}{\partial t^2} + EI \frac{\partial^4 y}{\partial x^4} + P \left( \frac{\partial^2 y}{\partial x^2} \right) + c \frac{\partial y}{\partial t} = 0,
\]  

(4)

where the damping term due to material damping and structural damping is assumed to be displayed by the forth term in Eq. (4).

**Continuous model subjected to a uniform distributed force**

When a conservative uniform distributed force \( w \) acts on the continuous model (beam) as shown in Fig 1(b), the following governing equation can be obtained by using Leipholz [3].

\[
\rho A \frac{\partial^2 y}{\partial t^2} + EI \frac{\partial^4 y}{\partial x^4} + w(l-x) \frac{\partial^2 y}{\partial x^2} - w \frac{\partial y}{\partial x} + c \frac{\partial y}{\partial t} = 0,
\]  

(5)

Next, when a uniform distributed load \( w \) which is a nonconservative force (follower force) acts on the continuous model (beam) tangentially, the following governing equation can be obtained by using \( w(l-x) \) in stead of \( P(x) \) in Eq. (4) as proposed by Leipholz [3].

\[
\rho A \frac{\partial^2 y}{\partial t^2} + EI \frac{\partial^4 y}{\partial x^4} + w(l-x) \frac{\partial^2 y}{\partial x^2} + c \frac{\partial y}{\partial t} = 0.
\]  

(6)

Thus, the uniform distributed force is corresponding to the friction drag mainly when a beam is subjected to an axial flow.

**Numerical solutions**

In this section, how to get the dynamical solution of a uniform beam subjected to an axial force is explained. Let us consider the case where the uniform distributed load acts on a continuous model (cantilever) as a nonconservative force (follower force) which is assumed to be a fluid force approximately.

Applying the Gelarkin’s method, the displacement of a uniform cantilever \( y(x,t) \) is expressed by the Fourier’s expansion of the function \( \phi(x) \) which satisfies the boundary conditions of a cantilever in the followings.

\[
y(x,t) = \sum_{i=1}^{\infty} \phi_i(x) q_i(t),
\]  

(7)

where \( q_i(t) \) is the function of time. When Eq. (7) is substituted into Eq. (6) which is the governing equation when a uniform distributed load \( w \) as a nonconservative force (follower force) acts on the a continuous model (cantilever) tangentially, the following equation is obtained.

\[
\rho A \sum_{i=1}^{\infty} \phi_i(x) \ddot{q}_i(t) + EI \sum_{i=1}^{\infty} \frac{d^4 \phi_i(x)}{dx^4} q_i(t) + w(l-x) \sum_{i=1}^{\infty} \frac{d^2 \phi_i(x)}{dx^2} \dot{q}_i(t) + c \sum_{i=1}^{\infty} \dot{\phi}_i(x) q_i(t) = 0.
\]  

(8)

When \( \phi_i(x) \) is the eigen function of a beam in vacuum, the following equation is given.

\[
\frac{d^4 \phi_i(x)}{dx^4} - \kappa_i^4 \phi_i(x) = 0,
\]  

(9)

where \( \kappa_i^4 = \frac{\rho A}{EI} \omega_i^2 \), and \( \omega_i \) is the eigen circular frequency for \( \phi_i(x) \). Applying the relationship of Eq. (9) to Eq. (8) and arranging the equation, the following equation is obtained.

\[
\sum_{i=1}^{\infty} \phi_i(x) \ddot{q}_i(t) + \sum_{i=1}^{\infty} \frac{c}{\rho A} \phi_i(x) \dot{q}_i(t) + \sum_{i=1}^{\infty} \omega_i^2 \phi_i(x) q_i(t) + \frac{w(l-x)}{\rho A} \sum_{i=1}^{\infty} \frac{d^2 \phi_i(x)}{dx^2} \dot{q}_i(t) = 0.
\]  

(10)

Multiplying the eigen function \( \phi_i(x) \) with the eigen circular frequency \( \omega_i \) for the both sides of Eq. (10) and integrating from 0 to \( l \) on the whole length of a beam, the following equations are obtained by applying the orthogonality of the eigen functions.

\[
\int_0^l \phi_i^2(x) dx \ddot{q}_i(t) + \int_0^l \frac{c}{\rho A} \phi_i^2(x) dx \dot{q}_i(t) + \omega_i^2 \int_0^l \phi_i^2(x) dx q_i(t)
\]  

\[
+ \frac{w}{\rho A} \int_0^l (l-x) \phi_i^2(x) \frac{d^2 \phi_i(x)}{dx^2} dx \dot{q}_i(t) = 0
\]  

(9)

\( k = 1 \sim \infty \),

\[
(k = 1 \sim n),
\]  

(11)

where, as \( n \) is the truncation number of the mode, \( i, k = 1 \sim n \). Rewriting Eq. (11) in the matrices expression, it becomes as follows.
\[
\begin{pmatrix}
\ddot{\mathbf{q}}_1(t) \\
\ddot{\mathbf{q}}_2(t)
\end{pmatrix} + \begin{pmatrix}
M_1 & 0 \\
0 & M_2
\end{pmatrix} \begin{pmatrix}
\mathbf{q}_1(t) \\
\mathbf{q}_2(t)
\end{pmatrix} + \begin{pmatrix}
C_1 & 0 \\
0 & C_2
\end{pmatrix} \begin{pmatrix}
\dot{\mathbf{q}}_1(t) \\
\dot{\mathbf{q}}_2(t)
\end{pmatrix} + \begin{pmatrix}
K_1 & 0 \\
0 & K_2
\end{pmatrix} \begin{pmatrix}
\mathbf{q}_1(t) \\
\mathbf{q}_2(t)
\end{pmatrix} + \left[\begin{pmatrix}D_{11} & 0 \\
0 & D_{22}\end{pmatrix} + \begin{pmatrix}E_{11} & 0 \\
0 & E_{22}\end{pmatrix}\right] \begin{pmatrix}
\mathbf{q}_1(t) \\
\mathbf{q}_2(t)
\end{pmatrix} = 0,
\]

where

\[
\begin{align*}
M_1 &= \int_0^l \phi_1(x)^2 \, dx \\
C_1 &= \frac{E}{\rho A} \int_0^l \phi_1(x)^2 \, dx \\
K_1 &= \omega_1^2 \int_0^l \phi_1(x)^2 \, dx \\
D_{11} &= \frac{-w/l}{\rho A} \int_0^l \phi_1(x) \frac{d^2 \phi_1(x)}{dx^2} \, dx \\
E_{11} &= \frac{-w/l}{\rho A} \int_0^l \phi_1(x) \frac{d^2 \phi_1(x)}{dx^2} \, dx
\end{align*}
\]

Besides, the damping is assumed to be the modal damping approximately.

Changing the uniform distributed load \(w\) in Eq. (12), the complex eigenvalue analysis is performed and the root locus is calculated. When the real part \(\text{Re}(\lambda)\) of the eigen value \(\lambda\) is positive and \(\text{Im}(\lambda)\) is not 0, the flutter phenomenon occurs. And, when \(\text{Re}(\lambda)\) is positive and \(\text{Im}(\lambda)\) equals 0, the divergence phenomenon appears. Besides in this section, although only Eq. (6) in which the uniform distributed load as a nonconservative force (follower force) acts on the continuous model tangentially is considered, Eq. (4) in which a concentrated load as a nonconservative force (follower force) acts on the continuous model, and further Eq. (5) in which a uniform distributed load acts on the continuous model as a conservative force can be also analyzed by the similar treatment.

**ANALYSIS RESULTS AND CONSIDERATIONS**

**Specifications of numerical analysis**

Table 1 shows the physical specifications of a beam. The value of Young modulus is adopted for the cupper material. In this analysis, the dimensionless treatment is not performed for the experiments in the future.

<table>
<thead>
<tr>
<th>(\rho): Density [kg/m³]</th>
<th>8.92×10²</th>
<th>(R): Radius of beam [m]</th>
<th>1.00×10⁻²</th>
</tr>
</thead>
<tbody>
<tr>
<td>(E): Young modulus [Pa]</td>
<td>1.00×10¹¹</td>
<td>(l): Length of beam [m]</td>
<td>1.00</td>
</tr>
</tbody>
</table>

**Case of Euler model (conservative force)**

Figure 3 shows the root locus for both undamped system and damped system concerning Euler model. Besides, in case of the undamped system, the relationship between the force of the abscissa and the eigen circular frequency of the ordinate is shown instead of the root locus of complex eigenvalue. Furthermore, the relationship between the force and the real part of eigenvalue which can govern the stable and unstable phenomena is shown in Fig. 4 changing the damping ratio.

**Case of Herrmann model (nonconservative force)**

Figure 5 shows the root locus for both undamped system and damped system concerning Herrmann model as well as Euler model. In case of the undamped system, the relationship between the force and the eigen circular
frequency is shown instead of the root locus. Furthermore, the relationship between the force and the real part of eigenvalue is shown in Fig. 6 changing the damping ratio.

Comparing Euler model in Fig. 4 with Herrmann model in Fig. 6, the damping is found to have an effect of destabilization in Herrmann model.

In order to consider this destabilization effect more, the relationship between the critical force and the imaginary part of eigenvalue is investigated in Fig. 7 as for the flutter of Herrmann model by changing the damping ratio. In this figure, the horizontal axis shows the force, and the vertical axis shows the imaginary part which is the eigen circular frequency, and the circles denote the beginning position of flutter and the coalescing position between 1st mode and 2nd mode. Observing Fig. 5(a) and Fig. 7 simultaneously, it is found that the flutter occurs at the coalescing position of 1st and 2nd modes in case of the undamped system, and the beginning point of the flutter appears on the way of 1st mode in case of the damped system. That is, although the coupled mode flutter in Fig. 5(a) is found to appear in the undamped system, the single (1st) mode flutter in Fig. 7 appears in the damped system.

However, in case of Euler model, it is found that there is no difference between the undamped system and the damped system from comparing the critical force of Fig. 3 (a) for the undamped system and that of Fig. 3 (b) for the damped system. Besides, the 1st, 2nd common point in Fig. 7 denotes the coalescing position of 1st and 2nd modes.

Continuous model

In modeling, the specifications of the discrete model and the continuous model have been selected to keep the dynamic equivalency between both models.

Continuous model (cantilever) subjected to a conservative concentrated force

The dynamic difference between Euler model and Herrmann model as for two degree freedom systems is investigated more by using a continuous model. The continuous model, which is a cantilever, subjected to a conservative force is corresponding to Euler model of two degree freedom systems. The dynamic equivalency between the discrete model of two degree freedom systems and the continuous model is kept in the numerical calculation.

When the continuous model is subjected to a conservative force, it becomes Euler buckling in structural mechanics. When the critical buckling force \( P_{cr} \) is calculated using Eq. (3), it is obtained as \( P_{cr} = 0.18 \text{ N} \). This is corresponding to the Euler model which is the...
discrete model of 2 degree freedom systems as shown in Fig. 3 (a).

Continuous model (cantilever) subjected to a nonconservative concentrated force

The continuous model subjected to a nonconservative force (follower force) is equivalent to Herrmman model of two degree freedom systems. Figure 8 shows the root locus for both undamped system and damped system. In the undamped system, the relationship between the force and the eigen circular frequency is shown in stead of the root locus. Figure 9 shows the relationship between the concentrated force and the real part of root locus by changing the damping ratio as well as in Fig. 6. Besides, the value of the point where the curve of Fig. 8(a) intersects the vertical axis denotes the 1st and 2nd eigen circular frequencies when the force is zero. For example, when these values are compared with those in Fig. 3(a), a few differences are recognized. This means the differences in the modeling accuracy between the analytical solutions of the continuous model and the discrete model of two degree freedom systems.
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(a) No damping

(b) 1 % critical damping

Fig. 8 Continuous model (cantilever) subjected to nonconservative concentrated force

Observing Fig. 6 and Fig. 9, it is found that the existence of damping gives a effect of destabilization to the system subjected to a nonconservative force for both the discrete model of two degree freedom and the continuous model. In order to study this effect moreover, the relationship between the critical force and the imaginary part of root locus is investigated by changing the damping ratio for the flutter of the continuous model subjected to the nonconservative force as shown in Fig. 10. Considering about Fig. 8 (a) and Fig. 10 simultaneously, the coupled mode flutter in Fig. 8(a) generates at the coalescing position of 1st and 2nd modes for the undamped system. On the other hand, the single (1st) mode flutter appears in Fig. 10 on the way of 1st mode for the damped system. Then, when the force increases further, 1st mode and 2nd mode become unstable alternately.

Although the undamped system subjected to a nonconservative force continues being stable until the 1st mode and 2nd mode coalesce, it is found that the damped system subjected to a nonconservative force goes into a flutter before the 1st and 2nd modes coalesce. This difference is thought one of reasons to generate the destabilization effect of damping.

![Image](image.png)

Fig. 9 Effect of damping on instability of continuous model subjected to nonconservative concentrated force

(a) 1 % critical damping

(b) 5 % critical damping

Fig. 10 Effect of critical force on flutter of continuous model (cantilever) subjected to nonconservative concentrated force

Figure 11 and 12 show the variation of modes before and after the outbreak of flutter. Figure 11 shows the vibration mode of the coupled mode flutter shown in Fig. 8 (a) for the undamped system. On the other hand, Fig. 12
shows the vibration mode of the single (1st) mode flutter shown in Fig. 10 (a) for the damped system. Besides, the truncating number of modes in numerical calculations is 10 as for the continuous model. It is similar in the subsequent numerical computation.

Fig. 11 Mode shape before and after coupled mode flutter of continuous model (cantilever) subjected to nonconservative concentrated force (Undamped system)

(a) Stable, \( P = 0.7 \) N
(b) Unstable (flutter), \( P = 1.2 \) N

Fig. 12 Mode shape before and after single (1st) mode flutter of continuous model (cantilever) subjected to nonconservative concentrated force (Damped system, 1% of critical damping)

(a) Stable, \( P = 0.7 \) N
(b) Unstable (flutter), \( P = 0.9 \) N

Continuous model (cantilever) subjected to a nonconservative distributed force

Figure 13 shows the root loci for both undamped system and damped system when a nonconservative force (follower force) acts on a cantilever tangentially. In case of the undamped system, the relationship between the force and the eigen circular frequency is shown in stead of the root locus. The same phenomena are recognized as well as in Fig. 8.

From Fig. 13, it is found that the existence of damping gives an effect of destabilization to the system subjected to a nonconservative force (follower force).

Continuous model (simply supported beam) subjected to a nonconservative distributed force

Figure 14 shows the root locus for the damped system of 1% critical damping when a nonconservative force (follower force) acts on a simply supported beam.

Continuous model (free-free beam) subjected to a nonconservative distributed force

Figure 15 shows the root locus for the damped system of 1% critical damping when a nonconservative force (follower force) acts on a free-free beam.
Comparing Fig. 13(b), Fig. 14 and Fig. 15, it is found that there are some differences in the behavior of instability among the supported conditions. It is thought that a further study on these differences is necessary.

CONCLUSIONS
(1) The numerical solutions of the continuous model corresponding to that of the discrete model consisted of Euler model and Herrmann model are confirmed, and the physical agreement between both models is confirmed. It is found that the continuous model and the discrete model show a good agreement at the lower force. However at the higher force, it is found that the continuous model continues showing a coupled mode flutter phenomenon sequentially without 2nd mode being separated from 1st mode although the discrete model shows a divergence phenomenon after a flutter one.
(2) In case of the cantilever subjected to a compressive force axially, it is confirmed that a flutter appears first when the force is nonconservative although the critical force become high, on the other hand a divergence appears first when the force is conservative.
(3) The destabilization effect of the damping is shown to be recognized in the damped system subjected to a nonconservative force. The coupled mode flutter is confirmed to generate in the undamped system, and the single mode flutter to generate in the damped system. The damped system subjected to a nonconservative force goes into a flutter before the 1st mode and 2nd mode coalesce although the undamped system subjected to a nonconservative force continues being stable until the 1st mode and the 2nd mode coalesce. This difference is thought one of reasons to generate the destabilization effect of damping.
(4) It is understood that the same dynamic instability as the concentrated force is recognized when the uniform distributed force acts on a cantilever.
(5) It is found that there are some differences in the behavior of instability among a cantilever, a simply supported beam and a free-free beam. It is thought that a further study on these differences is necessary.
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ABSTRACT

In this paper, the nonlinear behaviour of thin-walled clamped-free shells conveying fluid is studied for the first time. The stability of the structure is analyzed and bifurcation analyses are performed. Also, a parametric study of both linear and nonlinear models is performed. The nonlinear shell model is based on Flügge’s assumptions, taking into account in-plane inertia terms and retaining all nonlinear terms of mid-surface stretching. The fluid is assumed to be incompressible and inviscid, and the flow irrotational. Therefore, fluid-structure interaction may be described by linear potential flow theory. The fluid flow beyond the free end of the shell is described by an “outflow” model through which a fluid boundary condition is characterized. Equations of motion are derived using Hamilton’s principle, and discretized by taking a direct variational approach. The discretized equations are then integrated numerically, and bifurcation diagrams obtained by using the software AUTO. Results are compared with existing experimental data, and good agreement is observed.

INTRODUCTION

For a long time, the focus of attention, insofar as the dynamics of cylindrical shells conveying fluid is concerned, has been on supersonic compressible flows which can have profound effects on the structure; the ensuing dynamical behaviour is very rich and of high importance in the aerospace industry. On the other hand, the dynamics associated with subsonic or incompressible fluid flows was considered to be relatively uninteresting: no more than a mild (small amplitude) divergence was thought to be possible. Nevertheless, the work of Païdoussis and Denise [1] showed that this is not always the case, and thereafter there has been increased interest in the analysis of thin shells subjected to incompressible fluid flows. Païdoussis and Denise developed the first analytical linear model for thin shells with clamped-clamped and clamped-free boundary conditions, and also performed experiments. It was shown that cantilevered shells subjected to axial flow lose stability via a Hopf bifurcation, and that the structure undergoes an oscillatory type of instability (single-mode flutter). This observation was in agreement with experiments. The work on different aspects of the dynamics of cantilevered shells in contact with flowing fluid continued both theoretically and experimentally. Païdoussis et al. [2] carried out a comprehensive theoretical study of the stability of cantilevered coaxial shells conveying fluid, taking into account viscous effects of the mean flow, while obtaining the perturbation pressure by means of potential flow theory. They used the Fourier transform technique in conjunction with the extended Galerkin method to solve the coupled fluid-structure equations. It should be noted that the authors utilized an outflow model to describe how the flow perturbation dies out some distance after the fluid exits the shell. The concept of an outflow model was first introduced in [3]; Later on, other outflow models have been proposed [4]. Nguyen et al. [5] have also carried out an experimental study of cantilevered “coaxial shells” conveying fluid in which they measured (i) the critical flow velocities of the shells for various length-to-radius and annular-gap-to-radius ratios and (ii) frequencies of oscillation of the shell at different subcritical flow velocities. Their results indicate both divergence and flutter for the case of annular flow, whereas only flutter was observed for internal flow. Their experimental results agree well with the theoretical results obtained by the same au-

∗ Address all correspondence to this author.
Compared to previous studies, fewer investigations have been directed at using nonlinear models. The work on the nonlinear dynamics and stability of circular cylindrical shells conveying fluid was initiated in a series of papers by Amabili et al. [7][8]. In their work, Donnell’s nonlinear shallow-shell theory was used for the structure and potential flow theory for the fluid to describe the nonlinear behavior of simply-supported shells containing flowing fluid. Later on, Karagiozis et al. [9] studied the nonlinear stability of clamped-clamped shells conveying fluid both theoretically and experimentally. A thorough account of the nonlinear behavior of thin shells in contact with fluids is given in the book by Amabili [10]. However, to the best of the authors’ knowledge, the nonlinear analysis of cantilevered shells conveying fluid has not been addressed yet, and therein lies the motivation for this research. In this paper, the mathematical model of the system is briefly outlined and some results are presented. Readers should notice that the works cited, here, are of immediate interest to the subject of this paper. For a wider bibliography, refer to Paidoussis [11][4].

THEORETICAL MODEL
Assumptions

Figure 1 shows a schematic diagram of the system considered. It consists of a circular cylindrical shell clamped at the upstream end ($x = 0$) and free at the downstream end ($x = L$). The shell is thin ($h/R \ll 1$) and assumed to be homogeneous, isotropic, and linearly elastic with density $\rho_s$, Young’s modulus $E$ and Poisson ratio $\nu$. The shell nonlinearity is geometric (i.e., deformations are of the order of the shell thickness); thus, finite strain theory is used to describe the displacement field. The displacement vector of a point on the shell middle surface is denoted by $\mathbf{u} = (u, v, w)$, where $u$, $v$ and $w$ are its components in the axial, circumferential and radial directions, respectively, in general functions of the mid-surface coordinates and time, i.e., $(x, y, t)$. The shell and fluid are in full contact assuming there is no cavitation.

The fluid is considered to be inviscid and incompressible with density $\rho_f$, flowing with velocity $U$ in the $x$-direction. The flow is assumed to be isentropic and irrotational. Therefore, potential flow theory is utilized to obtain the fluid dynamic forces. The effect of hydrostatic pressure on the shell is neglected. Finally, it is assumed that the flow perturbations (induced by shell motion) decay to zero far upstream and downstream of the shell.

Formulation

Shell. The nonlinear shell model is based on Flügge’s assumptions [12]. This shell theory does not have the limitations of shallow shells models (e.g., Donnell-Mushtari), in which the in-plane displacements and their derivatives are omitted from the expressions of mid-surface curvatures and twist. Moreover, in Flügge’s shell theory, unlike many other classical theories, the thinness assumption is applied only when the stress results are calculated; in that, terms of order $O((h/R)^3)$ and smaller are neglected. Hence, the strains and stresses remain in their original form, resulting in more reliable equations of motion. To obtain the nonlinear equations, the Green strain tensor and Kirchhoff’s stress tensor are used, so that calculations can be performed in the undeformed configuration.

To formulate the model, the extended Hamilton’s principle is invoked:

$$\int_{t_1}^{t_2} \left[ (\delta T - \delta U + \delta W_p) + \delta W_f \right] dt = 0,$$

where $\delta$ is the variational operator, and $T$, $U$ and $\delta W_p$ are the kinetic energy, potential energy (strain energy) and the work done by damping force, respectively. These terms are associated with only the structural part of the system (i.e., the shell); fluid flow, on the other hand, manifests its effect through $\delta W_f$, which is the virtual work associated with the hydrodynamic force. The kinetic and potential energy of the shell may be expressed as

$$T = \frac{1}{2} \int_S \rho_s h (\ddot{u}^2 + \dot{v}^2 + \dot{w}^2) dS,$$  

$$U = \frac{1}{2} \int_V \left( \sigma_{xx} \dot{e}_x + \sigma_{xy} \dot{e}_y + \sigma_{xz} \dot{e}_z \right) dV,$$

Damping in the shell is modelled via Rayleigh’s dissipation function

$$F = \frac{1}{2} \int_S c_h (\ddot{u}^2 + \ddot{v}^2 + \ddot{w}^2) dS,$$
where $c$ is the viscous damping coefficient. In energy-based approaches, the structural boundary conditions naturally appear in the equations of motion and are satisfied in the mean.

**Fluid.** As alluded earlier, the equations of motion of the shell and that of fluid are coupled through the term $\delta W_F$, which is the virtual work done by the perturbation pressure at the fluid structure interface. Hence, the fluid pressure field should be calculated. According to potential flow theory, the fluid velocity field can be written as the gradient of the potential function $\Psi$ (i.e., $\vec{V} = \nabla \Psi$). $\Psi$ has two components: (i) the perturbation potential, $\Phi$, due to the motion of the shell, (ii) the potential of the mean flow, related to the undisturbed axial flow velocity $U$; thus, $\Psi = \Phi + Ux$, and the velocity components may be written as

$$V_x = U + \Phi_x, \quad V_\theta = \frac{1}{r} \Phi_\theta, \quad V_r = \Phi_r. \quad (5)$$

The conservation of mass requires that $\Psi$ and accordingly $\Phi$ satisfy the Laplace equation,

$$\nabla^2 \Phi = \frac{\partial^2 \Phi}{\partial x^2} + \frac{1}{r} \frac{\partial \Phi}{\partial r} + \frac{1}{r^2} \frac{\partial^2 \Phi}{\partial \theta^2}. \quad (6)$$

Using Bernoulli’s equation for unsteady flows, the perturbation pressure, after neglecting the nonlinear terms of the dynamic pressure, is obtained as

$$p = -\rho_f \left( \frac{\partial \Phi}{\partial t} + U \frac{\partial \Phi}{\partial x} \right). \quad (7)$$

In fact, the fluid displacement is of the order of the shell thickness and is justifiably considered to be small; thereby, allowing a linear formulation for the fluid. Equation (6) is solved via the Fourier transform technique along with the method of separation of variables. The fluid boundary conditions imposed are periodicity in the circumferential direction, finiteness of the solution at $r = 0$, and the impermeability condition at $r = R$,

$$\frac{\partial \Phi}{\partial r} |_{r=R} = -\left( \frac{\partial w}{\partial t} + U \frac{\partial w}{\partial x} \right). \quad (8)$$

In addition, the flow perturbation is zero at the inlet and vanishes smoothly over a distance beyond the free end of the shell. The latter condition is empirical and is introduced into the equations through an “outflow model”.

Fundamentally, the notion is to extend the control surface enclosing the fluid past the structure domain, assuming a specified form of decay of the perturbation for $x > L$.

Performing the necessary mathematical manipulations, Eqn. (1) leads to

$$\int_0^L \int_0^{2\pi R} \left( L_1(u) \delta u + L_2(u) \delta v + [L_{3S}(u) + L_{3F}(u)] \delta w \right) \ dy \ dx - \int_0^{2\pi R} \left[ R_1(u) \delta u + R_2(u) \delta v + R_3(u) \delta w \right. + \left. R_4(u) \delta w_x \right] |_{x=L} \ dy = 0, \quad (9)$$

where $L_1, L_2$, and $L_{3S}$ are the nonlinear differential operators associated with shell motion, and $L_{3F}$ is the linear differential operator acting in the radial direction due to the fluid flow. The natural boundary conditions of the shell at the free end are accounted for by the nonlinear operators $R_i, i = 1, 2, 3, 4$. Operators $L_{3S}, L_{3F}$ and $R_3$, in dimensional form, are given in Appendix A.

**METHOD OF SOLUTION**

Equation (2), in its original form, leads to a set of coupled nonlinear partial differential equations, which to date elude an exact analytical solution. Approximate solutions, however, are possible; one technique is the global discretization of the assumed solution in space, using an appropriate set of shape functions. In this analysis, the following expansion is used:

$$u = \sum_{n=1}^{N} \sum_{m=1}^{M} \left[ A_{u,mm}(t) \cos(n \frac{y}{R}) + B_{u,mm}(t) \sin(n \frac{y}{R}) \right] u_m(x),$$

$$v = \sum_{n=1}^{N} \sum_{m=1}^{M} \left[ A_{v,mm}(t) \cos(n \frac{y}{R}) + B_{v,mm}(t) \sin(n \frac{y}{R}) \right] v_m(x),$$

$$w = \sum_{n=1}^{N} \sum_{m=1}^{M} \left[ A_{w,mm}(t) \cos(n \frac{y}{R}) + B_{w,mm}(t) \sin(n \frac{y}{R}) \right] w_m(x), \quad (10)$$

where the $A(t)$ and $B(t)$ are the generalized coordinates (unknown time-dependent amplitude functions) and $u_m, v_m$ and $w_m$ are the basis functions in the axial direction. Any complete set of independent functions can be utilized to form the solution space, provided that they satisfy the essential (geometric) boundary conditions $u_{|x=0} = v_{|x=0} = w_{|x=0} = 0, w_{x|x=0} = 0$; here, the cantilevered beam eigenfunctions, $\phi_m(x)$, are employed:

$$u_m(x) = \phi_m'(x), \quad v_m(x) = \phi_m(x), \quad \text{and} \quad w_m(x) = \phi_m(x). \quad (11)$$
Nevertheless, when incorporating the outflow model, \( w_n(x) \) is extended beyond the shell end (see (4)).

Discretized equations are obtained by substituting Eqns (10) and (11) into (9) and performing the surface integrations analytically, using the Mathematica computer software [13]. The resulting nonlinear ODEs are then rendered nondimensional by using

\[
\bar{t} = \frac{t}{T}, \quad \bar{A}_{mn} = \frac{A_{mn}}{R}, \quad \bar{B}_{mn} = \frac{B_{mn}}{R}, \quad \bar{U} = \frac{U}{\bar{v}}, \quad \bar{B} = \frac{R}{L},
\]

\[
\bar{U} = \frac{h}{R}, \quad \bar{U} = \frac{\rho_f}{\rho_s}, \quad T = R \sqrt{\frac{(1-v^2}\rho_s}{E}}, \quad \bar{v} = \frac{R}{T}. \quad (12)
\]

The ODEs are next converted to state-space form and integrated numerically employing the Runge-Kutta 4th order method. Bifurcation diagrams are computed with AUTO software [14].

**RESULTS AND DISCUSSION**

Theoretical results are obtained for shells of various \( L/R \) and \( h/R \) with \( v = 0.5 \). To be consistent with the experimental data in [1], the fluid is considered to be air with density ratio \( \gamma = 0.00136 \). In the linear investigation six axial modes \( (M = 6) \) are included in the expansions. The dimensionless damping value \( c = 0.0001 \) is used in all calculations (i.e., linear and nonlinear models).

**Linear Analysis**

The linear calculations here are based on the formulations given in [2]; however, the equations are slightly modified to include the effect of viscous damping. Unlike shells with supported ends, cantilevered shells lose stability through flutter. Figure 2 shows the dimensionless critical velocity of flutter for various \( L/R \). It is observed that for relatively long shells \( (L/R \geq 12) \) instability occurs with \( n = 2 \), while for shorter shells it occurs with \( n = 3 \). The discrepancy between theory and experiment is more significant for short shells. This is speculated to be a boundary effect, which becomes more pronounced in the case of short shells. In the linear model circumferential modes, \( n \), are decoupled; for each \( n \), instability occurs when the fluid centrifugal force overcomes the shell restoring force. The value of \( n \) with the lowest critical flow velocity depends on the system parameters, viz., \( L/R \) and \( h/R \); see, e.g., Fig. 3 for \( L/R = 7 \) and a few values of \( h/R \). It can be seen that for \( h/R = 0.005 \) the circumferential mode with lowest critical velocity is at \( n = 4 \); whereas, for higher thickness-to-radius ratios it is at \( n = 3 \). For thicker shells instability occurs at higher flow velocities.

**Nonlinear Analysis**

**Stationary Solution.** The linear model is only valid up to the onset of instability. Therefore, to study the post-instability behaviour a nonlinear model is required. In this study, the nonlinear differential equations contain quadratic and cubic nonlinear terms. The former arise from both bending and stretching of the shell mid-surface, whereas the latter is solely due to stretching. As opposed to the linear case, the nonlinearity cou-
of critical flow velocity, predicted by both linear and nonlinear models, is shown in Fig. 5.

**FIGURE 5:** DIMENSIONLESS CRITICAL FLOW VELOCITY VERSUS THICKNESS-TO-RADIUS RATIO PREDICTED BY LINEAR AND NONLINEAR MODELS, $\frac{L}{R} = 7$.

### Periodic Solution.

In the preceding section, the validity of the nonlinear model was established through comparison with linear theory and existing experimental data. In this section, the post-instability behaviour of the system is analyzed. Results are presented for a shell with $L/R = 7$, $h/R = 0.02$, and $n = 3$. Figure 6 shows $\bar{U}_{cr}$ predicted by the nonlinear theory, versus length-to-radius ratio. It is seen that for relatively short shells results converge when $n = 3$ is included; for longer shells, $n = 2$ is enough. Also, the nonlinear model is in better agreement with the experiment than the linear one.

### Nonperiodic Solution.

The AUTO software is not capable of following nonperiodic solutions viz., quasiperiodic and chaotic orbits. Hence, in order to unfold the dynamics for $\bar{U} > 0.95$, the time response of the system is investigated with the Poincaré maps and FFT analysis. To this end, the system of nonlinear ODEs are
FIGURE 6: BIFURCATION DIAGRAM OF THE MAXIMUM RADIAL DEFLECTION, \( w \), AT SHELL TIP AND \( \theta = \pi / 3 \); ---, STABLE SOLUTIONS; ------, UNSTABLE SOLUTIONS; \( L/R = 7, n = 3 \) and \( m = 1, 2 \).

FIGURE 7: PHASE-PLANE PLOT OF \( \dot{w} \) VERSUS \( w \) AT POINT \((x = 1, \theta = \pi / 3)\), AND \( \bar{U} = 0.60 \).

FIGURE 8: TIME TRACE OF \( \dot{w} \) VERSUS \( w \) AT POINT \((x = 1, \theta = \pi / 3)\), AND \( \bar{U} = 0.953 \).

FIGURE 9: ONE-SIDED POINCARE MAP; \( \dot{w} \) VERSUS \( w \) AT POINT \((x = 1, \theta = \pi / 3)\), AND \( \bar{U} = 0.953 \).
FIGURE 10: TIME TRACE OF $\dot{w}$ VERSUS $w$ AT POINT $(x = 1, \theta = \pi/3)$, AND $\bar{U} = 0.99$.

FIGURE 11: PSD PLOT FOR $\bar{U} = 0.99$.

FIGURE 12: ONE-SIDED PÓINCARÉ MAP; $\dot{w}$ VERSUS $w$ AT POINT $(x = 1, \theta = \pi/3)$, AND $\bar{U} = 0.99$.

FIGURE 13: TIME TRACE OF $\dot{w}$ VERSUS $w$ AT POINT $(x = 1, \theta = \pi/3)$, AND $\bar{U} = 1$.

FIGURE 14: PSD PLOT FOR $\bar{U} = 1$.

FIGURE 15: ONE-SIDED PÓINCARÉ MAP; $\dot{w}$ VERSUS $w$ AT POINT $(x = 1, \theta = \pi/3)$, AND $\bar{U} = 1$. 
CONCLUSION

In this paper, for the first time, the nonlinear dynamics of a cantilevered shell conveying fluid is analysed. A theoretical nonlinear model is developed and its validity is established. In terms of the values of the critical flow velocity, a good agreement is observed between the nonlinear theory and the existing experimental data. The effect of parameters $h/R$ and $L/R$ on the value of the critical flow velocity obtained from the nonlinear model is studied.

It is shown that the system possesses rich dynamical behaviour in the post-instability regime. According to nonlinear theory, the system loses stability through a supercritical Hopf bifurcation. As the flow velocity is increased, the resulting family of limit cycles become larger in amplitude until they lose stability via a torus bifurcation. The resulting stable quasiperiodic orbits survive over a small range of $\bar{U}$; then, they lose stability to strange chaotic attractors. Hence, the system undergoes a quasiperiodic route to chaos.
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Appendix A: Additional expressions

\[
L_{3S}(\mathbf{u}) = \partial_{x}M_{x} + \partial_{y}M_{y} + \partial_{\psi}N_{\psi} + v_{x} \partial_{y}N_{\psi}
\]

\[
+ \partial_{x} \left( N_{x} \partial_{x}w + N_{y} \left( \partial_{y}w + \frac{v}{R} \right) \right)
\]

\[
+ \partial_{y} \left( N_{y} \partial_{y}w + N_{x} \left( \partial_{x}w + \frac{v}{R} \right) - \frac{M_{x}}{R} \right) \left( \frac{v}{R} + \partial_{w} \right) \right)
\]

\[
+ N_{x} \left( 1 + \partial_{x} \frac{w}{R} \right) + N_{y} \partial_{y}v + \frac{M_{x}}{R} \left( \frac{v}{R} - \partial_{w} \right)
\]

\[
- \varphi \rho \partial_{x}w - ch \partial_{w}w,
\]

\[
L_{3F}(\mathbf{u}) = p(\mathbf{u}, r)|_{r=R},
\]

\[
R_{3}(\mathbf{u}) = \partial_{x}M_{x} + \partial_{y}M_{y} + \partial_{\psi}N_{\psi} + \partial_{x}w + N_{x} \left( \frac{v}{R} + \frac{\varphi}{R} \right),
\]

(13)

where $N_{x}$, $M_{x}$, etc. are stress resultants and stress couples, respectively; $p(\mathbf{u}, r)$ is the fluid perturbation pressure. The operators $\partial_{x}$, $\partial_{y}$, and $\partial_{\psi}$ denote the partial derivatives $\partial(\cdot)/\partial x$, $\partial(\cdot)/\partial y$, and $\partial(\cdot)/\partial \psi$, respectively.
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ABSTRACT

Nuclear industry needs tools to design reactor cores in case of earthquake. Models simulating the response of the core to a seismic excitation have been developed. Full scale tests considering one fuel assembly are performed to identify coefficients (added mass and damping) that will be used as inputs in the models. Tests showed that the axial water flow induced an added stiffness. In the paper, an expression of the fluid force responsible for the added stiffness is proposed. Numerical simulations are compared to experiments and showed good agreement.

INTRODUCTION

Earthquakes can irreversibly damage nuclear power plants especially in the core, where the fuel assemblies containing enriched uranium have to be particularly resistant. Before building a nuclear power plant, it is necessary to make sure that the core will resist the worst possible earthquake conditions liable to occur at the site. Therefore when Pressurized Water Reactors (PWR) are subjected to seismic loading, the spacer grids strike each other, and safety measures are required to prevent the spacer grids from buckling. Engineers need special tools for designing and maintaining reactor cores.

The core made of fuel assemblies is subjected to an axial water flow to cool the reactor. The flow strongly modifies the dynamical behaviour of the fuel assemblies by damping and added mass effect. Most of the models developed for industrial purpose account for the added mass and damping induced by the axial flow, and need to identify the related coefficients [1]. Therefore, experiments on full scale fuel assemblies need to be performed. The LHC (Laboratory of Core and Circuit Hydrodynamics) has facilities to perform dynamical tests on a fuel assembly under axial flow. The displacement of one grid of the fuel assembly is imposed with a hydraulic jack, a force sensor, and the displacements of the other grids are measured. LDV measurements are also performed to give a description of the flow distribution in the fuel assembly. The flow conditions are close to those of a PWR.

The tests give access to dynamical characteristics of the fuel assembly in air, in still water and under various flow rates between 0 and 5 m/s. Results show that the flow induced damping increases with the flow rate. An added mass effect is also observed. First observations seem to testify that added mass depends on the flow rate, which is counterintuitive and moreover contradict the knowledge available about added mass effect [2]. It is also observed that the stiffness increases with the flow rate. The stiffening can be explained by the by-pass at each side of the fuel assembly. In these by-passes the flow velocity increases depending on the displacement of the fuel assembly and generates extra fluid forces.

In this paper authors propose to analyse the experimental results by comparisons with numerical simulations. A model is proposed to account for the induced stiffening. Simulations and experimental results are compared.

EXPERIMENTAL APPARATUS

HERMES T loop

HERMES T is a one phase hydraulic loop that can handle one or two full scale PWR fuel assemblies. The pump can debit 1200 m$^3$/h in axial flow and 400 m$^3$/h in cross-flow, at 35 bar and 170°C. Therefore, the flow rate is similar to the PWR condition, the lower temperature (PWR operates at 315°C) allows to provide accurate measurement devices to the test section. In the present study one fuel assembly is considered under axial flow at 50°C.

Test section

The test section is 40 mm larger than the fuel assembly in the excitation direction and 10 mm larger in the orthogonal direction (Fig. 1). Grids of the fuel assembly are around 200 mm width. The displacement of the fifth grid is imposed with a hydraulic jack, a force...
sensor between the fuel assembly and the hydraulic jack gives the force applied to the fifth grid. A plexiglass window allows to make optical fluid measurements. The grids displacements are measured with LVDT sensors.

![Test Section Diagram]

**FIGURE 1 : TEST SECTION**

For confidential reasons most of the results are given dimensionless.

**Quasi-static tests**

Figure 2 shows the force applied to the fifth grid versus its displacement for quasi-static tests. Tests in air show a hysteretic behaviour due to friction between the rods and the grids cells. One can observe that the stiffness increases with the flow rate (Fig. 3).

**Dynamic tests**

Figure 4 shows the modulus and the phase of the transfer function $H$ between the fifth grid displacement and the force applied by the jack:

$$H = \frac{FFT(\text{displacement})}{FFT(\text{force})},$$

(1)

where FFT is for Fast Fourier Transform.

As the quasi-static tests, the dynamic tests show that the stiffness increases with the flow rate. One can also observe the added mass effect due to the fluid, and that the damping increases with the flow rate. These are well known classical results already observed [2].
Flow measurements

A Laser Doppler Velocimetry (LDV) device allows use to make fluid velocity measurements in the by-passes (Fig. 5). Flow measurements are performed for two positions of the fuel assembly; centred at rest and with a displacement of 10 mm of the fifth grid. In each position the fuel assembly is maintained still under axial flow. Measurements give the mean value of the fluid velocity in the x direction.

At rest, the test section is symmetric; the by-passes have the same size, and the flow rate is the same (Fig. 6). When a deformation is imposed to the fuel assembly, the by-passes have no more the same size and the flow rates change. The size of the by-pass 1 increases and so does the flow rate, whereas in the by-pass 2 the flow rate decreases since it is smaller.

PARAMETERS IDENTIFICATION AND DISCUSSION

Stiffness $k$, damping $c$ and mass $m$ are indentified by fitting a linear one degree of freedom dynamical system to the experimental transfer function. By comparing in air, in still water and under axial flow identified parameters, on can have access to the added mass and damping. These coefficients will be used as inputs in codes to simulate the response of a PWR core to a seismic excitation.

The damping seems to increase linearly as the flow rate increases (Fig. 7) this result was expected [3] On the other hand the mass seems also to increase with the flow rate, this result was unexpected. The mass should increase with the presence of fluid but it should not depend on the flow rate [4]. To the authors knowledge this has never been observed.
The mass shows almost the same evolution than the stiffness. In the identification process the mass is given by the formula:

\[ m = \frac{k}{4\pi^2 f^2}, \]  

(2)

where \( f \) is the natural frequency. Since the frequency does not depend on the flow rate, the mass is proportional to the stiffness.

The added stiffness is due to the difference of fluid velocity in the by-passes when a displacement is imposed to the fuel assembly (Fig. 6). The deformation of the fuel assembly modifies the hydraulic diameter of the by-passes, when the size of the by-pass increases the fluid velocity increases. Thus the difference of velocity induces a difference of pressure. The resulting pressure force depends on the fuel assembly displacement. This force tends to pull the fuel assembly back to its initial position, and can be seen as an added stiffness.

The velocity difference in the by-passes is a steady state flow that takes a certain time to establish. Let us note \( \tau \) the duration of the transient flow. If \( \tau \) is negligible compared to the oscillating period as in quasi-static tests the resulting force are in phase with the fuel assembly displacement and may be seen as an added stiffness. On the other hand if \( \tau \) is not negligible compared to the oscillating period the resulting force will be delayed compared to the fuel assembly displacement. In the latter case the resulting force may not be consider as an added stiffness. Therefore, the added stiffness may depend on the oscillating frequency. In the parameter identification it is assumed that the stiffness is constant over the broad band excitation. The consequence of it would be that the identification of the mass is wrong.

Nevertheless these assumptions need to be verified by measuring or simulating the delay between the fuel assembly displacement and the oscillations of the fluid in the by-passes.

**MODELING OF ADDED STIFFNESS**

In this section we propose to give an expression for the added stiffness.

**Fluid force**

Let us consider the fluid velocities (Fig. 8); \( V_1 \) in the by-pass number 1, \( V_2 \) in the by-pass number 2 and \( V_{fa} \) in the fuel assembly. The linear fluid force is the consequence of a difference of pressure \( P_1 \) and \( P_2 \) in the by-passes:

\[ dF = (P_1 - P_2) dS, \]  

(3)

where \( dS \) is the fuel assembly surface over which the force is applied. Pressures can be related to fluid velocities by the Bernoulli’s principle:

\[ \frac{V_1^2}{2} + \frac{P_1}{\rho} = \frac{V_2^2}{2} + \frac{P_2}{\rho}. \]  

(4)

By replacing Eqn. (4) in Eqn. (3), we can give an expression for the fluid force depending on the velocities in the by-passes:

\[ dF = 2\rho (V_2^2 - V_1^2) dS. \]  

(5)

It is now needed to give the velocities as an expression of the fuel assembly displacement.

**Pressure drop**

The pressure drop \( \Delta P \) in the test section can be given by the empirical expressions:

\[ \Delta P = \lambda_1 \rho \frac{V_1^2}{2} \frac{L}{D_1}, \]  

(6)

\[ \Delta P = \lambda_2 \rho \frac{V_2^2}{2} \frac{L}{D_2}, \]  

(7)

\[ \Delta P = \lambda_{fa} \rho \frac{V_{fa}^2}{2} \frac{L}{D_{fa}}, \]  

(8)

where \( L \) is the length over which the pressure drops, \( D_1 \), \( D_2 \) and \( D_{fa} \) are respectively the hydraulic diameters of the
by-pass number 1 and 2, and of the flow section in the fuel assembly, \( \lambda_1, \lambda_2 \) and \( \lambda_{fa} \) are respectively the Darcy friction factor of the by-pass number 1 and 2, and of the flow section in the fuel assembly.

**FIGURE 8: VELOCITY AND PRESSURE DEFINITION.**

We assume that Darcy friction factors are equals:

\[ \lambda = \lambda_1 = \lambda_2 = \lambda_{fa}. \]  

(9)

\[ D_1 \] and \( D_2 \) depend on the fuel assembly displacement:

\[ D_1 = \frac{4w_{fa}(w_g + u_{fa})}{2(w_{fa} + w_g + u_{fa})}, \]  

(10)

\[ D_2 = \frac{4w_{fa}(w_g - u_{fa})}{2(w_{fa} + w_g - u_{fa})}, \]  

(11)

where \( w_{fa} \) is the fuel assembly width, \( w_g \) is the by-passes width when the fuel assembly is not deformed, and \( u_{fa} \) is the fuel assembly displacement. We make the assumption that \( w_g \) and \( u_{fa} \) are negligible compared to \( w_{fa} \), which gives the simplifications:

\[ D_1 = 2(w_g + u_{fa}), \]  

(12)

\[ D_2 = 2(w_g - u_{fa}), \]  

(13)

Considering Eqn. (9) we note \( K \) defined by:

\[ K = \frac{2\Delta P}{\lambda \rho L}, \]  

(14)

thus Eqn. (6), Eqn. (7) and Eqn. (8) become:

\[ \frac{V_1^2}{D_1} = K, \]  

(15)

\[ \frac{V_2^2}{D_2} = K, \]  

(16)

\[ \frac{V_{fa}^2}{D_{fa}} = K. \]  

(17)

Introducing Eqn. (12) and Eqn. (13) in Eqn. (15) and Eqn. (16), and replacing it in Eqn. (5) give:

\[ dF = -8\rho Ku_{fa}dS. \]  

(18)

We need to give an expression of \( K \) depending on input parameters.

**Continuity equation**

We note \( Q \) the flow in the test section, the continuity equation gives:

\[ Q = V_1S_1 + V_2S_2 + V_{fa}S_{fa}, \]  

(19)

where \( S_1, S_2 \) and \( S_{fa} \) are the flow areas of the by-pass number 1 and 2, and in the fuel assembly.

Using Eqn. (15), Eqn. (16) and Eqn. (17) in Eqn. (19) give:

\[ K = \frac{Q^2}{(\sqrt{D_{fa}S_{fa}} + \sqrt{D_1S_1} + \sqrt{D_2S_2})^2}. \]  

(20)

After several mathematical operations \( K \) can be approximated by:

\[ K = \frac{Q^2}{C_{fa1}(1 - C_{fa2}u_{fa}^2)}, \]  

(21)

where \( C_{fa1} \) and \( C_{fa2} \) are geometrical coefficients defined by:

\[ C_{fa1} = \left(\sqrt{D_{fa}S_{fa}} + \sqrt{2w_{fa}w_g^{3/2}}\right)^2, \]  

(22)
Replacing Eqn. (21) in Eqn. (18) gives the final expression of the fluid force:

\[ dF = -8 \rho \frac{Q^2}{C_{fa1}} (1 - C_{fa2} u_{fa}^2) u_{fa} dS. \]  

The fluid force is opposed to the fuel assembly displacement; this confirms the experimental observations that it can be seen as an added stiffness. Moreover, this added stiffness is nonlinear and decreases as the displacement increases.

**Delay**

As explained in the discussion about experimental results we make the assumption that the fluid force is delayed of a time noted \( \tau \) compared to the fuel assembly displacement. Thus, it gives the expression:

\[ dF(t) = -8 \rho \frac{Q^2}{C_{fa1}} (1 - C_{fa2} u_{fa}^2(\tilde{t} - \tau)) u_{fa}(\tilde{t} - \tau) dS. \]

**COMPARISON EXPERIENCE THEORY**

Ricciardi et al [1] proposed a modelling for the dynamical behaviour of fuel assemblies under axial flow. The modelling is based on a porous medium approach. The fluid-structure interaction force is based on theory of Païdoussis [2], and account for added mass effect and damping. Nevertheless, it does not reproduce the added stiffness effect observed in the present study.

We introduced the fluid force established in the previous section (Eqn. (25)) in the modelling developed by Ricciardi et al. [1]. For confidential reasons coefficients used in the simulations are not given.

The modelling reproduces the added mass effect and shows a good agreement with experiments in still water (Fig. 9). The damping in air is overestimated by the simulation.

The fluid force expression proposed in the present study reproduces the added stiffness effect. Quasi-static simulations are in good agreement with experiments (Fig. 10).
FIGURE 11: MODULUS AND PHASE OF THE TRANSFER FUNCTION $H$, UNDER 5 M/S AXIAL FLOW; FOR EXPERIMENTAL DATA, SIMULATION WITH AND WITHOUT ADDED STIFFNESS MODELLING.

Figure 11 compares simulations with and without the modelling of added stiffness (Eqn. (25)). The classical Paidoussis model does not fit with experimental data. In the Paidoussis theory the flow is assumed to be homogeneous whereas in the present case, the flow rate increases at the boundaries of the structures and depends on the structure position. This is due to the narrow confinement of the fuel assembly.

The modelling is in good agreement with the experimental data. It reproduces well the added mass effect, damping in still water and under axial flow, and the added stiffness effects. Therefore, the theory seems to be confirmed by the fitting of simulations with experimental data. Nevertheless, the modelling is based on assumptions that need to be verified by further measurements.

CONCLUSION

The mechanical behaviour of a fuel assembly under axial flow has been investigated. Tests showed classical added mass and damping effects. An unexpected added stiffness under axial flow has been observed. An explanation has been proposed, and the modelling resulting was compared to experimental data. Simulations are in good agreement with experiments. Nevertheless, the modelling is based on assumptions that need to be verified by further measurements.
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ABSTRACT
In this study, factors to improve the analysis accuracy of pressure pulsation behavior in pump-piping systems were examined. First, pressure pulsation behavior was measured using an experimental apparatus with a plunger pump – three-dimensional complex piping system to mock an actual plant. Next, the measured data were compared with numerical simulation results derived from two different kinds of input conditions in terms of pump discharge flow waveform. There were obvious differences between the simulation results using a discharge flow waveform assumed from pump specifications and the results using a discharge flow waveform modified assumed from the pressure pulsation measured at the pump outlet. This comparison indicates that an acoustic interaction between the pump and discharge piping dealing with liquid was caused for the experimental conditions of this study. Although such an acoustic interaction between the pump and discharge piping dealing with liquid can usually be ignored in analysis, an acoustic interaction was actually generated in the operation conditions of this study. Furthermore, the operation conditions to consider the acoustic interaction in the compressor-piping system dealing with gas, which were proposed in the literature, were judged to be applicable to the operation conditions of pump-piping systems dealing with liquid.

INTRODUCTION
Dynamic devices such as pumps and compressors are used in many fields such as electricity generating plants and industrial plants for such tasks as water intake or discharge. In piping systems including dynamic devices, large amplitude vibration on piping derived from pressure pulsation often leads to destruction of piping, leakage from the valves or flange portions, or failure of system instruments such as meters. As a result, the large amplitude vibration occasionally affects the plant operation.

Reciprocating pumps and compressors cause periodic flow fluctuation due to intermittent fluid flow at pump suction or discharge associated with pump movement, and that leads to pressure pulsation. Centrifugal pumps and compressors cause periodic flow fluctuation due to movement of the blades and vanes of a diffuser, and that leads to pressure pulsation. When the frequencies of these pressure pulsations correspond to the natural frequencies or the liquid column resonance frequencies, large amplitude vibration of piping systems is caused.

In piping system design, it is fundamental that natural frequencies and liquid column resonance frequencies of piping system should not match frequencies by exciting forces such as pressure pulsation of the pumps or compressors.

In order to avoid large amplitude vibration of piping system, solutions preventing pressure pulsation behavior have been developed and methods for its prediction have been proposed. Several groups have proposed a method for evaluating pressure pulsation in piping considered acoustic interaction between reciprocating compressor and piping system dealing with gas [1]-[3]. Hayashi and Kaneko [4] proposed a practical method for analyzing pressure pulsation by assuming damping of all piping systems was a concentrated coefficient for the excitation part of a centrifugal compressor. Although the vibration property has been clarified experimentally and accuracy verification of analysis methods has been conducted, it is still important that analysis methods should be further improved to better reflect the plant operation.

Maekawa et al. [5] produced an actual-size three-dimensional complex apparatus and conducted a pressure pulsation experiment using water under severe conditions with mechanical resonance and liquid column resonance.
Their results provided some understanding of the pressure pulsation behavior and validated the accuracy of behavior reproduction by computational analysis. Almost the same group of authors has also considered the boundary condition of liquid column resonance [6] and the interaction between piping vibration and liquid column resonance [7], [8].

In this study, acoustic interaction between a pump and discharge piping dealing with liquid was investigated. The results of pressure pulsation behavior obtained using an experimental apparatus with reciprocating pump-three dimensional complex piping and the numerical simulation results of pressure pulsation behavior derived from two different kinds of input conditions were compared. One of the simulations adopts the discharge flow waveform assumed from pump specifications as the input condition, and the other adopts the discharge flow waveform assumed from pressure pulsation measured at the pump outlet as the input condition. In addition to comparing the results of the two simulations with experimental results from the present study, and the acoustic interaction between a pump and discharge piping is described.

**Numerical simulation procedure**

In this study, numerical simulations for pressure pulsation in piping were conducted using the method of characteristics. The method of characteristics estimates pressure and flow rate at different positions using the theoretical formula shown in Eq.(1). Pressure pulsation analysis was done using the Flowmaster code [9], which is a one-dimensional network thermal-hydraulic analysis application.

\[
\frac{\lambda}{dt} \frac{dH}{dt} + \frac{1}{gA} \frac{dQ}{dt} + \frac{f}{2gDA^2} Q|Q| - \frac{\lambda \sin \alpha}{A} Q = 0 \tag{1}
\]

\(\lambda\): undetermined coefficient  
\(H\): hydraulic head (m)  
\(Q\): flow quantity rate (m\(^3\)/h)  
\(D\): pipe diameter (m)  
\(A\): pipe cross-sectional area (m\(^2\))  
\(\alpha\): angle of inclination (radian)  
\(f\): friction coefficient  
\(g\): gravitational acceleration (m/s\(^2\))  
\(t\): time (s)

The analysis model was made using one-dimensional elements, and the piping configuration and elbow geometry were established in consideration of pressure loss. Pump rotation number and opening ratio of pressure control valve were set in accordance with experimental conditions. The pump discharge flow waveform, which was an input condition of the simulation analysis, was obtained by assuming two different types of conditions. Simulation results derived from these two types of pump discharge flow waveforms were compared with experimental results.

At first, the pump discharge flow waveform which was made by using pump specifications such as cylinder configuration and crank radius is given. A discharge waveform is shown in Eq.(2). Numerical simulation was conducted using this discharge waveform.

\[
y = \max(y_1, y_2, y_3)
\]

\[
y_1 = A \omega r \sin \theta + \frac{1}{2} \rho \sin 2\theta
\]

\[
y_2 = A \omega r \sin(\theta + \frac{2}{3} \pi) + \frac{1}{2} \rho \sin 2(\theta + \frac{2}{3} \pi)
\]

\[
y_3 = A \omega r \sin(\theta + \frac{4}{3} \pi) + \frac{1}{2} \rho \sin 2(\theta + \frac{4}{3} \pi)
\]

\(y\): pump discharge flow rate (m\(^3\)/h)  
\(y_1, y_2, y_3\): plunger-specific flow rate (m\(^3\)/h)  
\(A\): cylinder cross sectional area (m\(^2\))  
\(\omega\): crank shaft angular velocity (rad/s)  
\(r\): crank radius (m)  
\(\rho\): ratio of crank length to connecting rod length (m)  
\(\theta\): phase (rad)

\(y_1, y_2, y_3\) and \(y_3\) were discharge flow rates for each plunger, and their phases differed by 120 deg from each other. The pump discharge flow waveform consisted of three plunger-specific flows. Since a part of the plunger-specific flow returned to the cylinder, the pump discharge flow waveform did not adopt the sum of the quantity of each plunger; rather it adopted the largest quantity of each plunger at each time. The cylinder configuration inside the pump structure was modeled with the same configuration of piping. In this analysis, the open-closed status of the pump discharge valve was not modeled. So, acoustic interaction between the pump and discharge piping was not considered in this analysis model.

Next, the discharge flow waveform which was constructed from the pressure pulsation measured at the pump outlet is shown in Eq.(3).

\[
y = F_1 + F_2 \cdot \sum_i a_i \cdot \sin 2\varphi_i (t - \phi_i) \tag{3}
\]

\(y\): pump discharge flow rate (m\(^3\)/h)  
\(F_1\): constant flow rate (m\(^3\)/h)  
\(F_2\): non-constant flow rate(m\(^3\)/h)  
\(a_i\): ratio of amplitude in i-th harmonics  
\(f_i (f_i = i f_1)\): frequency of i-th pulsation mode (Hz)  
\(\varphi\): phase (rad)  
\(t\): time (s)
F₁ was measured with a flowmeter at the tank inlet. The other parameters were obtained by pressure pulsation. F₂, which is the ratio of non-constant flow rate to constant flow rate was obtained as the ratio of the non-constant pressure rate to the constant pressure rate. Aᵢ, fᵢ, and φ were obtained by frequency analysis of pressure pulsation. Numerical simulation was done using this discharge waveform. Acoustic resonance between the pump and discharge piping was considered to be taken into account in the analysis.

**Experimental procedure**

The pressure pulsation experiment was conducted using the three-dimensional complex piping system (total length, about 40m) in order to mock the pressure pulsation of a piping system in an actual plant. A photograph and schematic diagram of the experimental apparatus are shown in Figs.(1) and.(2), respectively. The apparatus consisted of a three-cylinder plunger pump, tank, piping and pressure control valve. Table 1 shows the major pump specifications. The piping was made of type 304 stainless steel, with an outside diameter of 27.2mm and wall thickness of 2.9mm. The pressure pulsation was measured at 10 positions (P₁ to P₁₀ in Fig. 2). The internal fluid was water which had been sufficiently degassed.

The opening ratio of the pressure control valve installed at the tank inlet was adjusted so that the pressure at the end of the piping system would be 1MPa at the pump rotation number of 150rpm. The pressure control valve was also used as a relief valve. The boundary condition of liquid column resonance at the pump was closed, and the boundary condition at the end of piping system was open since there was a tank there and the opening ratio of the pressure control valve was sufficiently large. Response of pressure pulsation was measured by varying flow rate as pump rotation numbers of 150rpm, 342rpm, and 450rpm.

![Fig.1 Photograph of experimental apparatus](image1)

![Fig.2 Diagram of experimental apparatus](image2)

**Table 1 Pump specifications**

<table>
<thead>
<tr>
<th>Item</th>
<th>Specification</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of cylinders</td>
<td>3</td>
</tr>
<tr>
<td>Rotation speed (rpm)</td>
<td>75-460</td>
</tr>
<tr>
<td>Discharge flow rate (L/min)</td>
<td>24.3-149.0</td>
</tr>
<tr>
<td>Discharge pressure (MPa)</td>
<td>1-3</td>
</tr>
</tbody>
</table>

**Experimental results**

When the boundary condition of the pump outlet and tank inlet is respectively “closed” and “open”, frequency of liquid column resonance caused by pressure pulsation could be estimated by the following theoretical formula. Acoustic velocity was 1300m/s which was determined from the average value of pressure pulsation measured by pressure gages shown in Fig.2.

\[ f_0 = \left(\frac{c}{4L}\right) \cdot (2n-1) \quad (n=1,2,3,4) \]  

\[ f_0 \]: frequency of liquid column resonance (Hz)  
\( c \): acoustic velocity (m/s)  
\( L \): piping length (m)  
\( n \): order

Table 2 lists theoretical frequencies obtained by Eq.(4) and measured experimental frequencies. The measured frequencies are 7.75Hz for the first order mode at 150rpm, 23.0Hz for the first order at 450rpm and 45.75Hz for the second order at 450rpm which almost correspond to the theoretical frequencies for the first, second and third orders of 8.4Hz, 25.3Hz and 42.2Hz.
So the condition of liquid column resonance is occurring when the pump rotation speed was 150rpm and 450rpm.

Table 2  Theoretical and measured frequencies

<table>
<thead>
<tr>
<th>Pump rotation speed (rpm)</th>
<th>Theoretical (closed-open) [Hz]</th>
<th>Measured [Hz]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>—</td>
<td>150</td>
</tr>
<tr>
<td></td>
<td></td>
<td>342</td>
</tr>
<tr>
<td></td>
<td></td>
<td>450</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Order mode</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>8.4</td>
<td>25.3</td>
<td>42.2</td>
<td>59.1</td>
</tr>
<tr>
<td></td>
<td>7.75</td>
<td>15.75</td>
<td>23.50</td>
<td>31.50</td>
</tr>
<tr>
<td></td>
<td>17.25</td>
<td>34.50</td>
<td>51.75</td>
<td>69.00</td>
</tr>
<tr>
<td></td>
<td>23.00</td>
<td>45.75</td>
<td>68.75</td>
<td>91.75</td>
</tr>
</tbody>
</table>

Comparison of experiment and simulation

At first, the pressure pulsation obtained by the simulation analysis which used the discharge flow waveform assumed as Eq. (2) (based on the pump specifications) was compared with the experimentally measured pressure pulsation. Fig.3 plots the constant pressure comparison of results and Fig.4 plots the fluctuating pressure comparison of results. Fig.3 shows that constant pressure decreases as the distance from pump outlet is longer, and the simulation results are in close correspondence to the experimental results. Fig.4 shows the distribution of all pressure pulsations along the piping axis direction. Despite the difference in pump rotation speeds, the simulation results correspond well to the experimental results in terms of the mode shape and anti-node positions. But when the pump rotation speed was 450rpm, the simulation results do not correspond to the experimental results in terms of the amplitude of pressure. The simulated amplitude of pressure is larger than from the experiment when the pump rotation speed was 450rpm. Figs.5, 6, and 7 compare experimental and simulation results of Fig.4 using modal analysis. Figs.5, 6, and 7 show good agreement between the experimental and simulation results in terms of the mode shape. But at the pump speed of 450rpm, for the first order, there is a large difference between simulation and experiment in terms of amplitude of pressure. Therefore, the analysis method cannot duplicate the experiment sufficiently using the discharge flow waveform assumed as Eq. (2).

Next, pressure pulsation obtained by the simulation analysis which used the discharge flow waveform assumed as Eq. (3) (based on the pressure pulsation measured at the pump outlet) was compared with the experimentally measured pressure pulsation.
Consideration

Pressure pulsation obtained by the analysis using the discharge flow waveform constructed by Eq. (2) (based on the pump specifications) differed from the measured values at the high pump rotation speed. Pressure pulsation obtained by the analysis using the discharge flow waveform by Eq. (3) (based on the pressure pulsation measured at the pump outlet) closely corresponded to the measured values. In this way, it was possible to improve the accuracy of analysis by using the measured pressure pulsation waveform and modifying the pump discharge flow waveform. From this result, it was judged that acoustic resonance occurred between the reciprocating pump and the discharge piping and impedance of the piping system was changed for the experimental apparatus with the experimental conditions of this study. Generally, pump discharge (suction) flow dealing with a liquid is said not to be influenced by pressure pulsation of the piping side and open-closed status of the pump discharge valve is independent from fluid flow in the piping. But this result indicated that acoustic resonance could occur depending on the operation conditions.

Figs.13 and show the relationship between the ratio of the pressure amplitude to the flow and frequency obtained by frequency analysis of the time history of the pressure waveform at position P10 in Fig.2. Fig.13 shows the results at pump rotation speed of 342rpm and Fig.14 shows them at 450rpm. For the results at 342rpm, system impedance obtained by the analysis result based on Eq.(2) was estimated to be a little larger than that based on Eq. (3) at the first order mode of pressure pulsation. There was little difference in the simulation results between Eq.(2) and Eq.(3) at the higher harmonics. Therefore, the analysis result of Eq.(2) almost corresponded to the result of Eq.(3) as a whole. For the results at 450rpm, system impedance obtained by simulation results based on Eq. (2) was estimated to be larger than that based on Eq. (3) at the first and second order modes of pressure pulsation which had a larger amplitude of pressure pulsation in the case of using the pump discharge flow waveform assumed as pump specifications.

Thus, the first order of impedance was remarkably influenced by considering acoustic interaction.
Fujikawa [10] and Kato et al. [11] proposed operation conditions of a compressor-piping system in the case of causing acoustic interaction between a reciprocating compressor and a piping system dealing with gas. They [10],[11] proposed five operation conditions which caused acoustic interaction. Their proposed conditions and the conditions of this study in which acoustic resonance was caused are listed in Table 3. The operation conditions of this study which caused acoustic interaction are almost satisfied as the operation conditions shown by Fujikawa [10] and Kato et al. [11].

This result indicated that pressure pulsation of the pump-piping systems dealing with liquid incidentally caused acoustic interaction and the occurrence of acoustic interaction depended on the operation condition. In order to improve analysis accuracy of pressure pulsation of pump-piping systems dealing with liquid, considering the acoustic interaction between the pump and discharge piping is required. Furthermore, the operation conditions to consider the acoustic interaction for compressor-piping systems dealing with gas, which were proposed to consider the acoustic interaction by Fujikawa and Kato et al., were found to be applicable to the operation conditions of pump-piping systems dealing with liquid.

### Conclusion

Compared with the pressure pulsation analysis which was carried out using the discharge flow waveform assumed from the pump specifications, the pressure pulsation analysis which was carried out using the discharge flow waveform assumed from the pressure pulsation measured at the pump outlet was in better agreement with measured values. Thus, since the discharge flow waveform of the pump was modified using the measured pressure pulsation, it was thought that acoustic interaction between the pump and discharge piping was caused.

Depending on the operation conditions, pressure pulsation of the pump-piping system dealing with liquid incidentally caused acoustic interaction in the same way as the system dealing with gas.

Furthermore, the operation conditions to consider the acoustic interaction for the compressor-piping system dealing with gas, which were proposed by Fujikawa and Kato et al., was judged to be applicable to the operation conditions of the pump-piping system dealing with liquid.
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ABSTRACT
In order to examine the effects of fluid-structure interaction (fsi) in piping systems, a test facility was built at the University in Erlangen. The research objective is to identify the conditions under which fsi has to be taken into account for water hammer events.

Resonance experiments with movable bends in two piping system configurations were carried out. The displacement of the bend and the pressure inside the pipe were measured for various free oscillating lengths of the bend. The results were displayed in resonance curves and frequency spectra for the different configurations. In both a correlation between the pressure and the displacement spectrum showed a transfer of momentum from the fluid to the structure, but only in one configuration a reaction of the fluid onto the structural movement could be observed. Frequency shifts of the pressure outside the resonance area and a splitting of the pressure peak inside the resonance area were obvious.

NOMENCLATURE

- DN nominal diameter
- H pressure head
- N natural numbers
- PN nominal pressure
- \(c\) water hammer propagation velocity
- \(d_i\) inner diameter
- \(g\) acceleration of free fall
- \(f_f\) fluid frequency
- \(f_s\) structural frequency
- \(l\) length of the piping system
- \(n\) mode number
- \(p\) pressure
- \(p_{\text{max}}\) maximum allowable pressure
- \(x\) displacement
- \(x_{\text{max}}\) mean maximum displacement

INTRODUCTION
Water hammer analysis is a fundamental part in the design process of piping systems. In most cases this calculation does not consider fluid-structure interaction (fsi). In the following fsi stands for a two-way interaction in contrast to an one-way interaction where there is only a load transmission from the fluid onto the structure. In the analysis of pipe oscillations the two-way fsi generally is not considered. There is no reaction from the fluid on the calculated results of the structure. If the piping system is rigidly anchored, the method is justified [1]. If not, the introduction of fsi can show an effect. As a consequence there could be changes in the amplitudes and the frequencies [2]. Fsi comprises three different coupling types. Poisson coupling is related to the radial movement of the pipe wall and causes a variation of the speed of sound in the fluid. This is often integrated in the calculation of the fluid system by considering the mentioned reduction of the propagation velocity. Friction coupling is a result of the wall shear stresses. The last type is called junction coupling and occurs at movable bends or tees etc. [3] [4]. The general opinion is that a consideration of fsi has either no influence or leads to lower loads [5]. So the calculation of a piping system without fsi is conservative. The general validity of this statement should be investigated in detail.
The test facility consists of a piping system and measurement equipment.

Piping System

The piping system for water hammer experiments is sketched in Figure 1. It consists of a water container, a centrifugal pump, a fast closing flap and a valve to regulate the flow rate. The pressure level is PN 63 ($p_{\text{max}} = 63$ bar) and the diameter is DN 100 ($d_i = 106.3$ mm). For this investigation two different piping configurations have been used. In the short system the distance between the container and the flap is $l = 35$ m, in the long one the distance is $l = 63$ m. Along with the variation of the pipe length the frequency of the water hammer oscillation changes. The water container has a volume of 5 m$^3$ (tap water). A frequency converter regulates the pump frequency, which allows to change the pressure level. The maximum pressure head is $H = 150$ m. The mean velocity in the piping system can be varied between 0 m/s and 4 m/s. The fast closing flap produces a water hammer. It is optimized for short closing times and therefore an inhouse construction.

In order to get an impression of the water hammer test facility, a picture is shown in Figure 2.

Hydraulic modes

The length of the piping system, the propagation velocity of the water hammer and the boundary conditions at both ends fix the fluid frequency. At the flap the velocity of the fluid is zero (hydraulically closed) and at the water container the pressure is constant (hydraulically open). With these boundary conditions the fluid frequency $f_f$ is calculated by equation (1) where $n$ defines the mode number, $l$ is the length of the piping system and $c$ is the propagation velocity of the water hammer which is lower than the speed of sound of the fluid due to the elasticity of the pipe wall.

$$f_f = \left(2n - 1\right) \cdot \frac{c}{4l}, \quad n \in \mathbb{N}$$

The first eigenmodes of the piping system are sketched in Figure 3. For the calculation of the fluid frequencies of both configurations it is necessary to measure the propagation velocity of the water hammer because it is dependent on various parameters like temperature and solute gas. Previous investigations of water hammer at the depicted piping system identified a propagation velocity between 1276 m/s and 1325 m/s [6]. With given length of the piping system it is possible to calculate the frequencies of the first eigenmodes analytically (Table 1).

Measurements at the rigidly anchored system showed in both configurations that the base frequency of the water hammer oscillation ($n = 1$) is dominant (Figure 4). The
TABLE 1: FREQUENCIES OF THE EIGENMODES FOR BOTH CONFIGURATIONS

<table>
<thead>
<tr>
<th>mode ( n )</th>
<th>short system</th>
<th>long system</th>
</tr>
</thead>
<tbody>
<tr>
<td>( n = 1 )</td>
<td>9.1 Hz - 9.5 Hz</td>
<td>5.1 Hz - 5.3 Hz</td>
</tr>
<tr>
<td>( n = 2 )</td>
<td>27.3 Hz - 28.4 Hz</td>
<td>15.2 Hz - 15.8 Hz</td>
</tr>
<tr>
<td>( n = 3 )</td>
<td>45.6 Hz - 47.3 Hz</td>
<td>25.3 Hz - 26.3 Hz</td>
</tr>
<tr>
<td>( n = 4 )</td>
<td>63.8 Hz - 66.3 Hz</td>
<td>35.4 Hz - 36.8 Hz</td>
</tr>
</tbody>
</table>

excitation frequency of the short system is 8.3 Hz and of the long system 4.6 Hz. But also higher modes were excited. Comparing the analytically calculated frequencies with measured ones it is obvious that for the long system the frequencies fit well. For the short configuration differences in the frequencies occur.

Measurement Equipment

25 possible measuring positions are distributed over the whole piping system. In this investigation six sensors with a measurement range of 200 bar (Kistler type 4043A200) and one with a range of 10 bar (Kistler type 4045A10) were installed. The latter was used in the suction side of the pump. Additional piezocapacitive acceleration sensors measured the pipe vibration. There were six uniaxial sensors (Kistler type 8702B500M1T) and one triaxial sensor (Kistler type 8793A500). All of them have a measurement range of 500 g. A magnetic-inductive measurement system (Endres + Hauser Proline Promag 50W) determined the flow rate. The movement of a bend was measured by an inductive displacement transducer (HBM W10). Additionally rotary encoders (Leine Linde RSA 670/671 analog) were used for the determination of the rotation angles of the pump and the fast closing flap.

EXPERIMENTAL PROCEDURE

Water hammer experiments with oscillating bends were carried out. The water hammer was produced with the fast closing flap. The whole piping system was rigidly anchored with the exception of a single bend. The geometry of this bend depends on the system configuration (Figure 1). The piping system was excited by a water hammer at a mean velocity of 0.5 m/s. Due to the fixed length of the hydraulic system, the frequency of the pressure oscillation respectively the excitation frequency was kept constant. The support position of the movable bend and thus the natural frequency was varied (Figure 5). The displacement of the bend, the pressure as well as the acceleration at various positions were recorded. At each support position the measurement was repeated five times.

RESULTS

The results are divided into resonance curves, frequency spectra and time signals.

Resonance Curves

The resonance curves show at which support position the system is in resonance.

For the determination of the structural frequency \( f_s \) or rather the bend frequency a Fourier transformation of the displacement signal was performed. In Figure 6 the mean maximum displacement of the bend \( x_{\text{max}} \) is depicted over the structural frequency \( f_s \). The results show that the resonance point of each system is at the excitation frequency of the water hammer. For high frequencies the displacement of the bend is low, towards the resonance point the displacement rises, reaches a maximum and afterwards decreases. This characteristic is similar to the forced oscillation of a single mass or the free oscillation of two coupled masses. The displacements of the bend of the short configuration are higher due to the higher ex-
citation. Owing to the longer vertical pipe section of the bend of the short configuration the excitation force produced by the water hammer affects the bend longer but the amplitude of the force is the same in both configurations.

**Frequency Spectra**

In order to analyse the effects of fsi the signals were examined in the frequency domain.

For every support position a Fourier transformation of the pressure signal in front of the flap and of the displacement signal of the bend was performed. The spectra were averaged over the five repeated measurements. Additionally to the pictured spectra in the following graphs the frequency spectrum of the pressure in front of the flap for a rigidly anchored system is plotted as reference (pressure reference). This would be a result of an analysis without fsi respectively of an analysis with one-way interaction. For an oscillating bend differences in the pressure signal are expected because the movement of the pipe causes secondary pressure waves.

The diagrams in Figure 7 show the spectra for the short system for various support positions. The longer the free oscillating length of the bend respectively the more distant the support position the lower is the structural frequency of the bend. In the resonance area fsi is obvious. At the frequency of the displacement a local minimum in the spectrum of the pressure occurs. There is a transport of momentum from the fluid onto the structure. The reaction of the bend causes a minimum in the fluid spectrum. The peak of the pressure is split into two peaks. Moreover there are frequency shifts of the pressure near the resonance area (Figure 7 e.g. support positions 1652 mm, 1777 mm, 2902 mm and 3137 mm).

In Figure 8 the frequency spectra for the long system are depicted. In the resonance area no splitting of the pressure peak appears. There is only a wide reduction in the amplitudes of the fluid peak and a rise of the amplitudes of the displacement. The transport of momentum is just one way. The movement of the bend has little effect on the fluid. Also no striking frequency shifts can be noticed.

In summary two different oscillation characteristics occur. This is a consequence of the unequal bend geometries (Figure 1). In the short system the bend has a long vertical pipe section, in the long one this section is small. The mass of fluid inside this vertical pipe section and the length itself are a measure for the coupling of the structure and the fluid. The longer this section the longer the excitation force acts on the bend. The greater the mass of the fluid the greater is the potential momentum of the fluid onto the structure.

Far from the resonance area the influence of the movement of the bend on the fluid is relatively small. Here no effect of the introduction of fsi would be expected. In the resonance area the above mentioned differences are obvious. It is remarkable that the spectra of the pressure do not always lie under the reference spectrum for a completely fixed system. That means that a one-way calculation is not conservative without exception. For example at a fluid resonance in a branch pipe under disadvantageous but very rare conditions it is possible that a movable pipeline causes higher loads than a fixed one.

**Time Signals**

The pressure in front of the flap and the displacement of the bend are plotted for both configurations. Each diagram includes the distributions for two support positions - in and out of the resonance between fluid and structure.

Figure 9 shows the graphs for the short system. The influence of fsi is obvious in form of a beat in the resonance case. Here in the first phase of the oscillation primarily there is a transfer of momentum from the fluid onto the structure. The amplitudes of the pressure decrease and those of the displacement increase. There is a little phase shift between the minimum of the pressure and the maximum of the structure which is caused by the distance between the measurement positions. Afterwards the amplitudes of the pressure increase and the distribution of the displacement shows a dent. This indicates a transport of momentum from the structure back to the fluid. Out of resonance there is a little transport of momentum from
FIGURE 7: AVERAGED FREQUENCY SPECTRA FOR VARIOUS SUPPORT POSITIONS (SHORT SYSTEM)
the fluid onto the structure, but no beat is apparent.

Figure 10 includes the distributions of the long system in and out of the resonance. No beats occur. The pressure signals in and out of the resonance are nearly identical. Only the distributions of the displacement illustrate the resonance state.

The results of the time signals coincide with the findings of the frequency spectra, that two different oscillation characteristics occur. A two-way interaction can only be observed for the short system due to the different bend geometries.

**CONCLUSION**

In order to examine the effects of fsi water hammer experiments at bends near resonance were performed. Measurements at the rigidly anchored system identified the base frequencies to be dominant. Resonances of the different bends depending on the system configuration appeared at the base frequencies of the water hammer. For the long system the excitation of the bend was smaller due to the short vertical pipe section of the bend. The frequency spectra of the pressure in front of the flap and of the displacement of the bend identified differences in the
oscillation characteristics. These are caused by the various bend geometries. The coupling between the structure and the fluid is dependent on the bend geometry or rather the length of the vertical pipe section. So the effects of \( f_{si} \) are more dominant in the short system, which also showed the time signals.

Outside of the resonance area \( f_{si} \) has little influence on the spectra. Here a two-way interaction wouldn’t show a noticeable effect. Inside the resonance area the analysis identified frequency shifts and a splitting of the peak in the pressure spectrum. In some cases the spectrum of the pressure lies over the reference spectrum. That means a calculation with one-way interaction wouldn’t be conservative in all cases. In some seldom and disadvantageous situations the consideration of \( f_{si} \) can lead to higher loads.
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ABSTRACT

The objective of the present study is to provide insight into mechanism of coupling between turbulent pipe flow and partially-trapped diametral acoustic modes associated with a shallow cavity formed by the seat of a gate valve. The experiments were performed using a scaled model of a gate valve mounted in a pipeline that contained a converging-diverging section in the vicinity of the valve. Acoustic pressure measurements at three azimuthal locations at the floor of the cavity were performed for a range of geometries of the converging-diverging section and inflow velocities. The resonant response of the system corresponded to the second diametral mode of the cavity. Excitation of the dominant acoustic mode was accompanied by pressure oscillations corresponding to other acoustic modes. Increase of the convergence angle leads to a moderate decrease in the amplitude of the resonant acoustic mode.

INTRODUCTION

Gate valves that are commonly deployed in the pipelines of power plants can disrupt the gas flow and can lead to the coupling of flow oscillations with the acoustic modes of the internal valve and pipeline geometry. On a small scale, this phenomenon can pose an environmental hazard for plant personnel [1]. However, in extreme cases, high level of flow-induced noise and vibrations can lead to serious accidents, such as 80% reduction of nominal power in Unit 3 on Chernobyl nuclear power plant (NPP) (Chernobyl, Ukraine) due to intensive vibrations of the main steam pipelines [2] or the accidents in Mihama NPP (Mihama, Japan) in 1991 and 2004 that led to the injury and death of several plant workers.

In references [1, 3], a scale-model investigation of reducing the steam line noise and vibration at a thermal power plant was reported. During preliminary tests, it was confirmed that the source of acoustic excitation leading to excessive pipe vibration in the cold reheat steam lines of the power plant was vortex shedding related directly to the geometry of the cold-reheat gate valves. Based on measurements at the site, it was concluded that the inline gate valves were the most probable source of the problem. A variety of practical cavity, gate and seat modifications were tested in a 0.115-scale model using air as the flowing fluid. During initial tests, it was shown that the model reproduced the tonal noise generating mechanism seen in the plant and that filling in the valve seat cavity eliminated this noise. The noise generating mechanism was found to be associated with vortex shedding over the valve seat cavity coupled with an acoustic cross mode in the valve throat.

There exists a large body of work dedicated to deeper understanding of control of shear flows over cavities in walls and external cavities in axisymmetric bodies of revolution [4-8]. Because of the inherent instability of a free shear layer, small disturbances at the upstream edge of the cavity result in the formation of large-scale vortices in the shear layer over the cavity. Each vortex will convect downstream until it impinges on the downstream edge of the cavity where it causes a pressure perturbation. This pressure perturbation will then be acoustically transmitted back to the upstream edge where it can initiate the formation of another vortex. The time required for the vortex to move across the mouth of the cavity plus the time required to transmit the pressure back to initiate the formation of a new vortex will determine the preferred vortex shedding frequencies.

Address all correspondence to this author 1
There had been several reports [9-11], where it was stated that vortex shedding instabilities over a cavity can be significantly reduced if the flow is prevented from impinging on the downstream edge of the cavity either by moving the downstream edge out of the flow or deflecting the flow at the upstream edge. Alternatively, pressure amplitudes can be reduced by rounding and inclining the downstream corner. These approaches were examined for the gate valve geometry in [1], where downstream seats that had rounded or chamfered corners with the minimum sealing face height were implemented. While these configurations all reduced the maximum unsteady pressure coefficients, the reductions were generally small.

Also related to the present study are investigations in [12-14], where a simplified system consisting of a shallow axisymmetric cavity mounted in a pipeline with a circular cross-section was considered. Those studies were aimed to understand excitation mechanism of the trapped acoustic diametral modes, present in an axisymmetric internal cavity-duct system, and their azimuthal behavior. It was shown by the authors, that for all tested configurations, flow coupling with acoustic diametral modes was a dominant phenomenon at relatively low Mach number. It was found that the pulsation amplitude during resonance was increased as the cavity got deeper or shorter. The authors also concluded that the acoustic diametral modes, coupled with the flow, are likely to be spinning when the cavity-duct system has a perfectly axisymmetric geometry.

The objective of the current work is to develop an effective methodology for efficient control of flow-induced noise and vibration caused by gate valves in a wide variety of piping systems. The outcome of these experiments will lead to a development of a method for prediction of acoustic power and identification of regions within the flow system where the acoustic noise is generated.

EXPERIMENTAL SYSTEM AND TECHNIQUES

Flow system
The flow system consisted of two 1m-long PVC pipe sections of the circular cross-section connected by the gate valve sub-system, as shown in Figure 1.

Valve model
A scaled model of a gate valve assembly mounted in a pipeline with a circular cross-section was designed and constructed in order to investigate the flow-acoustic coupling and to quantify the effect of contraction and expansion of the pipeline immediately upstream and downstream of the valve. The experimental apparatus consisted
of four different valve models. The model shown in Figure 3 is the small-scale model of a gate valve assembly that was used in the previous studies by the Atomic Energy of Canada Limited (AECL) research team [1, 3]. Its characteristic dimensions are defined in Figure 2.

Each model contained three major parts: an upstream converging section, a downstream diverging section with a constant divergence angle $\alpha$, and a central insert that represented the valve seat cavity. All three parts were interfaced with O-rings and were tightly clamped together by four threaded rods. In this paper, the four geometries used in the current study, are referred to as follows: $G_1$: $\alpha=5^\circ$, $G_2$: $\alpha=8^\circ$, $G_3$: $\alpha=11.2^\circ$, $G_4$: $\alpha=11.2^\circ$ (the AECL original geometry). In contrast to the geometries $G_1$ through $G_3$, the geometry $G_4$ featured a secondary contraction/expansion step between the main pipeline and the contracting/diverging section around the valve. This step is indicated in Figure 3. As it is discussed below, this geometric feature resulted in substantial changes in the acoustic response of the system. In all four cases, the following parameters were kept constant as follows: $D_1=72$ mm, $D_2=47.2$ mm, $D_3=54.3$ mm, $L_1=6.2$ mm, $L_2=21.3$ mm, $L_3=3.55$ mm.

Valve seat

The valve seat, modeled by a central disk-shaped insert, was represented by a shallow axisymmetric cavity with the length-to-depth ratio of $L_2/h = 6$. The cavity was located 152.4 mm from the inlet of the main pipeline. Brass seat rings with the internal diameter of 47.2 mm and width of 6.2 mm were located immediately upstream and downstream of the cavity [1].

Acoustic pressure measurements

Each model was designed to allow acoustic pressure measurements. Three piezoelectric pressure transducers (PCB model 103A02) were flush mounted into the bottom wall of the valve’s cavity using technique of [15]. This mounting adjustment ensured, for the range of frequencies in the current investigation, that no acoustic resonant effect will be generated in the region between the face of the transducer and the surface of the pressure tap at the interior of the pipe. The transducers were separated by angle $\Theta=45^\circ$ from each other, as shown in Figure 2. With this setup, the system provided an opportunity to investigate azimuthal orientation of the partially trapped diametral modes [12, 13].

The transducers were connected to the National Instruments (NI) PXI-4472 board, which had eight analog input channels that could perform simultaneous sampling at a maximum rate of 102.4 kHz with 24-bit resolution.

<table>
<thead>
<tr>
<th>$f_1^G$ (Hz)</th>
<th>G1</th>
<th>G2</th>
<th>G3</th>
<th>G4</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f_2^G$ (Hz)</td>
<td>6648</td>
<td>6644</td>
<td>6632</td>
<td>6665</td>
</tr>
<tr>
<td>$f_3^G$ (Hz)</td>
<td>8984</td>
<td>8996</td>
<td>8985</td>
<td>8964</td>
</tr>
</tbody>
</table>

Table 1: Frequencies corresponding to the first three diametral modes, obtained numerically for geometries $G_1$-$G_4$.

During the experiments, the analog pressure signals were converted to digital form at the time of acquisition at a sampling rate of 70 kHz. The sampling rate was ten times higher than the maximum resonant frequency present in the current investigation. The NI 4472 board contained a built-in two-pole anti-alias filter for each channel.

Custom Labview and Matlab routines were used to process the pressure data and to characterize it in time and frequency domain.

RESULTS AND DISCUSSION

Effect of the inflow velocity

Figure 4 shows experimentally obtained pressure spectra as the inflow velocity was increased from 8 m/s to 29.4 m/s. The data corresponds to the case of the shallow axisymmetric cavity and the geometry $G_4$ with $\alpha=11.2^\circ$ that was used in the original AECL study [1]. The measurements were obtained at the bottom wall of the cavity from three pressure transducers P1, P2, and P3 simultaneously. Unless stated otherwise, the results presented here correspond to the data sets obtained from pressure transducer P1. The dominant spectral peaks correspond to acoustically-coupled flow regimes that occurred when the frequencies of the hydrodynamic shear layer oscillations matched the frequencies of the diametral acoustic mode of the axisymmetric cavity.

In order to identify which acoustic diametral mode was excited, a finite element numerical simulation [12] was employed to obtain frequencies and shapes of various acoustic modes for each of the geometries. The mode shapes were calculated numerically by solving a Helmholtz equation in a 3D domain corresponding to the internal geometry of the pipe and the cavity. The boundary condition at the inlet and the outlet of the pipe corresponded to zero acoustic pressure to simulate the open ends of the pipe. All other surfaces were modeled as solid boundaries. The results are shown in Table 1.

These results indicate that the highest peak in Figure 4 corresponds to the second acoustic diametral mode ($f = 6665$ Hz). The corresponding mode shape is shown in Figure 5 in terms of contours of acoustic pressure.
Figure 4: Power spectrum of pressure as a function of the inflow velocity for geometry G₄.

Figure 5: Mode shape of the second diametral mode of the geometry G₄. The inset shows the cross-section at the center of the cavity, $f = 6665$ Hz.

Figure 6: Maximum pressure as a function of the inflow velocity and the azimuthal position (represented by three pressure transducers). Geometry G₄.

Figure 7: Frequency of the dominant pressure peak as a function of the inflow velocity and the azimuthal position (represented by three pressure transducers). Geometry G₄.

Figure 8: Power spectrum of pressure for geometry G₄ at $U=29.4$ m/s.

Figure 4 indicates that the maximum amplitude of acoustic oscillation increased as the mean flow velocity increased up to $U=19.4$ m/s, followed by a rapid decrease at $U=22$ m/s. The pressure amplitude increased again as the inflow velocity increased from 22 m/s to 29.4 m/s. Thus, the maximum pressure amplitudes for the geometry G₄ were observed at the inflow velocities of $U=19.4$ m/s and $U=29.4$ m/s.

The measured frequency of the pressure peaks was within ±0.5% of the predicted acoustic resonance frequencies. Moreover, the lock-on frequency remained approximately constant throughout the entire velocity range employed in this experiment, as shown in Figure 8.

Figure 6 indicates that the amplitude of acoustic oscillations, measured by three pressure transducers varied with respect to the azimuthal position in the cavity. In fact, the amplitudes obtained from $P_1$ and $P_2$ coincided
with each other, while the amplitude obtained from $P_3$ followed a similar trend but was generally lower. The differences observed in this particular case could be attributed to the spatial orientation of the acoustic diametral mode. The pressure transducers $P_1$ and $P_2$ corresponded to the same acoustic pressure level, while $P_3$ measured pressure data at a different position with respect to the mode shape shown in Figure 5.

Figure 9 shows the power spectrum of the acoustic pressure corresponding to the inflow velocity $U=26.4$ m/s, at which the acoustic pressure amplitude reached its maximum. For the geometry $G_1$, pronounced pressure peaks are evident and can be clearly classified into two major groups. The first group contains secondary modes, represented by longitudinal acoustic modes, with the resonant frequency of $f=196\text{Hz}$, and its harmonics, separated by $\Delta f=163\text{Hz}$. The second group contains primary modes, and it is represented by partially trapped acoustic diametral modes, $f_1^{p}=4119\text{Hz}$, $f_2^{p}=6631\text{Hz}$, $f_3^{p}=9019\text{Hz}$.

It can be seen from Figure 4 that, as velocity increased from its minimum value of $U=8\text{m/s}$, the first mode to be excited was the second diametral mode $f_2^{p}$. As velocity increased, one can clearly see sequential excitation of the secondary, longitudinal modes of the pipe-cavity system. At the inflow velocities of up to 15 m/s the peaks of the amplitudes corresponding to these modes were low. However, as velocity increased, at approximately 16 m/s, the amplitudes of the acoustic pressure became comparable to those of the first and the third diametral modes. In particular, in Figure 8, one can see that the amplitude of the first longitudinal mode is slightly higher than that of the partially trapped acoustic diametral modes $f_1^{p}$ and $f_3^{p}$. This feature is typical to excitation of flow tones in resonant systems that have multiple resonant modes [4].

**Effect of the angle of divergence of the pipeline**

The main objective of the following set of experiments was to explore the effect of internal geometry change on partially-trapped acoustic diametral modes of an axisymmetric pipeline-cavity system.

The governing parameter for the geometry variations considered in this study is the angle of the converging/diverging pipe section $\alpha$, which is defined in Figure 2. Geometries $G_1$ through $G_3$ were tested, and the cavity dimensions were chosen to be constant. Figure 9 through Figure 14 illustrate the acoustic response of the system as the angle of the converging/diverging section increased from $5^\circ$ to $11.2^\circ$.

For the case of the smallest angle of the converging/diverging section, $\alpha=5^\circ$, the peaks shown in Figure 9 and Figure 12 show slightly different behaviour then those previously described for $G_4$. The waterfall plot of Figure 9 clearly shows the sequential excitation of various modes of the resonant pipeline-cavity system. The maximum acoustic pressure amplitude was reached at $U=22\text{ m/s}$. In addition, at $U=19.4\text{ m/s}$ and $29.4\text{ m/s}$, the acoustic pressure amplitude was very close to its maximum value.

Compared to $G_1$, the pressure variation for the geometry $G_2$ as a function of the inflow velocity also showed pronounced peaks of pressure amplitudes at $U=22\text{ m/s}$, and $U=19.4\text{ m/s}$. In addition to that, the second largest pressure amplitude was achieved at $U=17.6\text{ m/s}$. At $U=29.4\text{ m/s}$, the acoustic pressure amplitude of $G_2$ was approximately 25% lower than that of $G_1$. Both geometries $G_1$ and $G_2$ resulted in the maximum acoustic pressure amplitude at $U=22\text{ m/s}$.

In the case of geometry $G_3$, there is a qualitative similarity with the spatial distribution of pressure spectrum to that of $G_4$. This is not surprising as both cases have the same value of the convergence/divergence angle $\alpha=11.2^\circ$. Addition of the secondary convergence/divergence step in the geometry $G_4$ resulted in the decrease of the maximum acoustic pressure of 10% to 15%, compared to the case of $G_1$. In particular, the maximum acoustic pressure amplitude reached at $U=29.4\text{ m/s}$, was approximately 15% higher in the case of $G_3$, with the maximum acoustic pressures for the geometries $G_1$ through $G_4$ were achieved at the values of the inflow velocity of $U^{CR_1}=17.6\text{ m/s}$, $U^{CR_2}=19.4\text{ m/s}$, $U^{CR_3}=22\text{ m/s}$, and $U^{CR_4}=29.4\text{ m/s}$, respectively. The maximum acoustic pressure amplitude decreased as the angle of the converging/diverging section increases from $5^\circ$ to $11.2^\circ$ as it can be seen in Figures 6 and 12 through 14. One of the possible implications of these results is that as the angle of the converging/diverging section is increased, the acoustic energy associated with the diametral modes begins to radiate into the pipeline, thus decreasing the strength of the flow tone lock-on.
Figure 9: Power spectrum of pressure as a function of the inflow velocity for geometry $G_1$.

Figure 10: Power spectrum of pressure as a function of the inflow velocity for geometry $G_2$.

Figure 11: Power spectrum of pressure as a function of the inflow velocity for geometry $G_3$.

Figure 12: Maximum pressure as a function of the inflow velocity and the azimuthal position (represented by three pressure transducers). Geometry $G_1$.

Figure 13: Maximum pressure as a function of the inflow velocity and the azimuthal position (represented by three pressure transducers). Geometry $G_2$.

Figure 14: Maximum pressure as a function of the inflow velocity and the azimuthal position (represented by three pressure transducers). Geometry $G_3$. 
CONCLUSIONS

It was confirmed that flow across a shallow axisymmetric cavity can strongly excite the acoustic diametral modes. The flow tone lock-on was observed for a range of inflow velocities up to 29.7 m/s. It was shown that the acoustic response corresponded to the partially-trapped second diametral acoustic mode of the cavity. Simultaneous excitation of other acoustic modes was also observed.

All considered geometries showed qualitative similarity for all values of angle of the converging/diverging pipe section. In particular, the mode switching from diametral acoustic modes to longitudinal modes of pipe-cavity system was observed at low velocities. At the higher inflow velocities, simultaneous excitation of both diametral an longitudinal acoustic modes was observed.

For larger values of the angle of the converging/diverging pipe section, the noticeable decrease in the values of maximum pressure was achieved. The flow tone lock-on can also be avoided by operating the system at a particular value of the inflow velocity U.
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ABSTRACT

The results of a numerical study of cross-flow past two staggered rows of cylinders are presented, at a fixed Reynolds number equal to 200. The upstream row comprised three and the downstream row four cylinders, for centre-to-centre pitch ratio in the streamwise direction, SID, equal to 1. The centre-to-centre pitch ratio between adjacent cylinders on the same row, T/D, was equal to 3.

The mathematical model of the problem consists of the well-known Navier-Stokes equations. In the present investigation the finite element technique was favored for the solution of the Navier-Stokes equations, in the formulation where the stream function and the vorticity are the field variables. The pressure distribution throughout the flow field was obtained from the solution of Poisson's equation. The in-line (drag) and transverse (lift) forces exerted on the cylinders were evaluated from the pressure and shear distribution around the cylinder surfaces.

The vorticity contours were used for the numerical flow visualization, whereas the time histories of the drag and lift forces exerted on the cylinders are presented. Although the time histories of the hydrodynamic forces, especially in the in-line direction, appears almost chaotic, systematic attempt was made for the classification of the various flow regimes with the aid of flow visualization.

INTRODUCTION

The investigation of flow through bundles of cylinders is a problem of growing engineering interest, since it is related to various engineering applications, such as heat exchangers, boilers, nuclear reactors, etc. Apart from the extensive experimental effort devoted to the problem, numerical investigations of flow through arrays of cylinders have been undertaken during the last years, using various computational techniques. Ganoulis et al. [1] used Laser-Doppler anemometry for the measurement of flow velocity through a periodic array of cylinders and compared the experimental measurements with results obtained numerically at similar conditions. Tezduyar and Liou [2] used the stream function and vorticity formulation for the finite element solution of flow through arrays of cylinders. Rasoul et al. [3] used the finite difference technique for the solution of laminar flow through a staggered bundle of cylinders of infinite depth, considering a unit cell in the streamwise direction. Rorris et al. [4] extended the solution to the full configuration of five staggered cylinder rows, at different pitch ratios. Braun and Kudriavtsev [5] investigated numerically the flow structure past a single row and staggered banks of cylinders located in a channel, at Reynolds numbers ranging between 86 and 869. Sweeney and Meskell [6] used a discrete vortex method to simulate vortex-shedding in tube arrays for Re=2,200, whereas Huang et al. [7] used FLUENT solver for the numerical simulation of flow around rows of cylinders for Re≤100. Lam et al. [8] conducted a numerical simulation of cross-flow past a row of rigid and flexible cylinders at Re=2.67 x 10^4. More recently Liang and Papadakis [9] presented a large eddy simulation of cross-flow through a staggered tube bundle at Re=8,600.

Although the literature through deep rows of cylinder is extensive, cross-flow past one or two rows of cylinders has received less attention. A significant contribution is that of Roberts [10], who conducted an experimental study in order to investigate the vibratory motion of a cascade of closely spaced circular cylinders. He measured the drag coefficients on two half cylinders and found that the cylinder with the narrow wake (upstream cylinder) experiences a greater drag than the cylinder with the wide wake (downstream cylinder). Zdravkovich and Stonebanks [11] examined the flow past a single row and two staggered rows of tubes. They found that the biased gap flows could intermittently switch direction (metastable flows). They also noticed that the drag forces on the cylinders of the upstream row were higher than those of the downstream row, in agreement with the measurement conducted by Roberts. More recently, Seitanis et al. [12] examined experimentally the vibratory motion of a flexible row of three circular cylinders in the streamwise direction.
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placed alternately between four cylinders of a fixed row. The flexible row was oscillating upstream of the fixed row and the oscillation amplitude was not constant at different cycles for the same reduced velocity.

The objective of this study is the numerical solution of cross-flow past two staggered rows of cylinders in tandem, for longitudinal pitch ratio equal to 1, at a fixed Reynolds number equal to 200. The upstream row comprised three and the downstream row four cylinders, while the distance between adjacent cylinders on the same row was equal to 3 cylinder diameters. The arrangement of the two rows and the numbering of cylinders are illustrated in Fig. 1. The finite element technique was employed for the solution of the Navier-Stokes equations, in the formulation where the stream function, \( \Psi \), the solution of the Navier-Stokes equations, in the dimensionless time, \( \Xi=t/\delta \), and the non-dimensional frequency, \( f^*=f/D/U \), was coincident with the real frequency, \( f \). Moreover, considering the fluid density, \( \rho \), equal to 2, the dimensionless drag and lift coefficients, \( C_D=F_y/0.5\rho U^2D \) and \( C_L=F_z/0.5\rho U^2D \) were equal to the drag and transverse forces, \( F_y \) and \( F_z \). The solution was started assuming zero vorticity throughout the solution domain. In the early stages of computation the flow pattern remained symmetrical with respect to the horizontal axis of symmetry, yielding zero lift on cylinder 4. After an interval small asymmetries developed, which were eventually amplified and lead finally to an entirely asymmetric and aperiodic flow pattern. The vorticity contours at \( t=20 \), when the last symmetrical flow pattern was observed, are depicted in Fig. 1.

The non-dimensional values of mean drag, mean lift, r.m.s. deviation of drag from the mean drag and r.m.s. lift for cylinders 1 to 4 are summarized in Table 1. For the determination of these values the initial transient from irrotational flow was excluded. Due to symmetry the corresponding values for cylinders 5, 6 and 7 are equal to those of cylinders 3, 2 and 1. The mean lift that is negative for cylinders 1, 2 and 3 is positive for cylinders 5, 6 and 7. Although the time-histories of drag and lift forces for all cylinders were produced, only those for cylinders 3, 4 and 5 will be presented.

**APPLICATION - RESULTS**

The first task of the solution is the generation of a suitable computational grid. An unstructured mesh was employed for the solution, consisting of three-node triangular elements. The mesh was refined near the cylinders and coarser in the remaining part of the solution domain.

The values of both the free-stream velocity and the cylinder diameter were taken equal to 1, and the Reynolds number was determined by adjusting the kinematic viscosity of the fluid. Thus, the real time yielded directly the dimensionless time, \( \tau = \Xi \), and the non-dimensional frequency, \( f^* = f/D/U \).

The pressure distribution throughout the solution domain was obtained from the solution of Poisson's equation

\[
\nabla^2 p = -2\rho \left( \frac{\partial u}{\partial y} \frac{\partial v}{\partial x} - \frac{\partial u}{\partial x} \frac{\partial v}{\partial y} \right)
\]

where \( \rho \) is the fluid density and \( u, v \) are the two components of the fluid velocity.

The solution of equations (1), (3) and (4) yields the distribution of stream function, vorticity and pressure in the solution domain. From the distribution of pressure and shear on each cylinder the in-line (drag) and transverse (lift) forces were evaluated.

**FIGURE 1: VORTICITY CONTOURS AT \( t=20 \).**
The time-histories of the drag coefficients exerted on cylinders 3 and 5 and of the lift coefficients on cylinders 3, 4 and 5 in the interval between 200 and 400 are illustrated in Figs. 2 and 3 respectively. A first observation reveals that the hydrodynamic forces have an aperiodic character. From Table 1 it is concluded that the fluctuations of the drag forces on cylinders 3 and 5 are more intense than the fluctuations of the drag force on cylinder 4. In addition, the r.m.s. lift exerted on cylinder 4 is very small compared to the r.m.s. lift on cylinders 3 and 5 (note the reduced range of the axis of $C_l$ for cylinder 4 in Fig. 3). This constitutes a strong indication of suppression of vortex shedding behind cylinder 4 that belongs to the upper row. A closer observation of the traces of the lift forces reveals that apart from the fluctuations of amplitude at different cycles there also exist fluctuations of frequency. The situation in the trace of the drag force exerted on these cylinders is more complicated. We see in Fig. 2b that for cylinder 5 the cycle marked as “1” has frequency, determined from the time interval between successive minima, equal to 0.156, which approximates very closely the frequency of the lift force. However, after the beginning of the cycle a local maximum followed by a local minimum are observed before the absolute maximum; thus the drag trace diverges considerably from that of an isolated cylinder, which is purely sinusoidal with frequency twice the frequency of the lift force. On the other hand, we can detect cycles of lower frequency or greater period, $T_w$ like the cycle marked as “2”, on which fluctuations of higher frequency are superimposed. Twice the frequency of these fluctuations approximates closely the frequency of the lift force, $f_s$ thus these fluctuations are associated with the shedding of vortices behind the cylinders. It is evident that each cycle of period $T_w$ contains two shedding cycles. In the beginning of cycle “2” the drag is low. It increases in the first shedding cycle in the second half of which acquires its maximum value, and decreases in the second shedding cycle, in the first half of which a local peak is observed. In what follows for reasons of brevity the cycles like cycle “2” of Fig. 2 will be denoted as “W” type cycles.

We can identify regions A, B, C and D in the time-record of the drag forces exerted on cylinders 3 and 5. Each of these regions is subdivided in two parts, 1 and 2. For example, region A is divided in two subregions, $A_1$ and $A_2$. In $A_1$, $B_1$, $C_1$ and $D_1$, the “W” cycles exist simultaneously in both cylinders. In regions $A_2$ and $B_2$ the “W” cycles can be seen only in the trace of cylinder 3, 4 and 5.

![Figure 2: Time History of the Drag Coefficient on Cylinders 3 and 5.](image2.png)

![Figure 3: Time History of the Lift Coefficient on Cylinders 3, 4 and 5.](image3.png)

**TABLE 1: MEAN DRAG, MEAN LIFT, R.M.S. DRAG AND R.M.S. LIFT ON CYLINDERS 1-4.**

<table>
<thead>
<tr>
<th>Cylinder number</th>
<th>Mean drag</th>
<th>Mean lift</th>
<th>R.m.s. drag</th>
<th>R.m.s. lift</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.57</td>
<td>-0.21</td>
<td>0.15</td>
<td>0.57</td>
</tr>
<tr>
<td>2</td>
<td>1.67</td>
<td>-0.49</td>
<td>0.10</td>
<td>0.029</td>
</tr>
<tr>
<td>3</td>
<td>1.65</td>
<td>-0.03</td>
<td>0.18</td>
<td>0.59</td>
</tr>
<tr>
<td>4</td>
<td>1.82</td>
<td>0</td>
<td>0.09</td>
<td>0.021</td>
</tr>
</tbody>
</table>
whereas in the drag trace of cylinder 5 only fluctuations characteristic of vortex-shedding are present. In regions C₂ and D₂ cycles of type "W" exist in the trace of cylinder 5 and vortex-shedding fluctuations in the trace of cylinder 3.

An explanation of these intriguing phenomena was attempted with the aid of flow visualization. Vorticity contours at four characteristic time instants in the interval between 216.90 and 229.90 (within subregion A₁) are presented in Fig. 4. The time histories of the drag and lift forces on cylinders 3 and 5 in and around this interval are also shown (Fig. 4e and 4f respectively) and the four instants in which vorticity contours are presented are clearly marked with the corresponding letter. We notice that at \( t=216.90 \) (Fig. 4a) the wake behind cylinder 3 is wider than that behind cylinder 5 and the shedding of vortices past these cylinders close to anti-phase. Referring to Fig. 4e, we notice at this instant a low drag on cylinder 3, that marks approximately the beginning of a "W" cycle, and a high drag on cylinder 5. The anti-phase timing of vortex shedding behind cylinders 3 and 5 is compatible to the anti-phase character of the lift signal of these cylinders.

At \( t=221.90 \) (Fig. 4b), approximately one shedding cycle after the instant depicted in Fig. 6a, the wake behind cylinder 5 is wider than the wake behind cylinder 3, and the drag on cylinder 5 is lower than that on cylinder 3. At \( t=226.90 \) (Fig. 4c) a wide wake has been restored behind
cylinder 3 and a narrow wake behind cylinder 5, similarly to Fig. 4a. However, the shedding of vortices past cylinders 3 and 5 does not remain close to anti-phase as in Fig. 4a. In Fig. 4c the shedding of vortices past cylinder 3 appears closer compared to the case in Fig. 4a.

As time increases the timing of vortex shedding past cylinders 3 and 5 becomes more synchronized, until, at \( t = 229.90 \) (Fig. 4d), which marks the boundary between subregions A1 and A2, the shedding of vortices behind these cylinders is very close to in-phase. This can be interpreted from the traces of the lift forces at this instant. The reason for the change in timing of vortex shedding past cylinders 3 and 5 is the different shedding frequency past these two cylinders. For cylinder 5, one shedding cycle after \( t = 221.90 \) is completed approximately at \( t = 226.90 \). For cylinder 3, one shedding cycle after \( t = 221.90 \) is completed approximately at \( t = 228.90 \) (the corresponding instant is not shown in Fig. 4). The wake of cylinder 3 at \( t = 229.90 \) is wider than that of cylinder 5, which results in a lower drag on cylinder 3. This confirms that “W” cycles are associated with the fluctuations of the wake width behind a cylinder in two successive shedding cycles, which provides justification for their notation. There is also agreement with experimental evidence, that a wide wake results in a low drag on the corresponding cylinder and a narrow wake to a high drag.

Hence, flow visualization reveals that in subregion A1 a wide wake behind cylinder 3 coexists with a narrow wake behind cylinder 5 and vice versa, which is in agreement to the traces of the drag forces on the two cylinders. The anti-phase timing of vortex shedding behind cylinders 3 and 5 in region A1 at \( t = 216.90 \) is compatible to the anti-phase character of the lift signal of these cylinders, whereas the in-phase timing at \( t = 229.90 \) agrees with the in-phase character of the traces of the lift forces.

Vorticity contours in subregion A2 are presented in Fig. 5 in the interval between 238.90 and 251.90, which corresponds to a “W” cycle for cylinder 3. At \( t = 238.90 \) (Fig. 5a) a wide wake is observed behind cylinder 3, which provides justification for the low drag on this cylinder (\( C_D = 1.40 \)), whereas a narrow wake can be seen behind cylinder 5. At \( t = 242.90 \) (Fig. 5b), approximately a half of a shedding cycle after \( t = 238.90 \), the wake behind cylinder 3 is narrower than in Fig. 5a, which is in agreement to the higher drag on this cylinder (\( C_D = 1.55 \)). The wake behind cylinder 5 is similar to the wake behind cylinder 3 although somewhat narrower, which results in a slightly higher drag (\( C_D = 1.63 \)). Fig. 5c depicts the vorticity contours at an instant one shedding cycle after \( t = 238.90 \) (Fig. 5a) for cylinder 3. The wake behind cylinder 3 at \( t = 245.90 \) is narrow, giving rise to a higher drag (\( C_D = 1.73 \)) than that at \( t = 238.90 \). Fig. 5d corresponds to an instant one shedding cycle after that of Fig. 5c and two shedding cycles after that of Fig. 5a. The wake behind cylinder 3 at \( t = 251.90 \) is wider than that at \( t = 238.90 \), yielding a dimensionless drag as low as 1.31. The shedding of vortices past cylinders 3 and 5 remains close to in-phase throughout the interval of Fig. 5, although the shedding frequency is not the same for both cylinders. The shedding frequency for cylinder 5 remains almost constant, whereas significant variations of the shedding frequency past cylinder 3 can be detected from the lift trace of Fig. 5f.

Hence in subregion A2 approximately the same wake pattern is repeated in each shedding cycle behind cylinder 5, whereas the wake behind cylinder 3 switches from wide to narrow in a shedding cycle and from narrow to wide in the following cycle. However, the width of the wake of cylinder 5 increases slightly in successive cycles, accompanied by a small decrease of the drag force. In the drag trace of cylinder 3 we detect lower frequency (“W”) cycles on which fluctuations at the vortex shedding frequency are superimposed, whereas in the trace of the drag force exerted on cylinder 5 no “W” cycles are visible. At \( t = 260 \) the wake past cylinder 3 becomes substantially narrower than that past cylinder 5. After that subregion B1 begins, in which switch of wake width for both cylinders 3 and 5 is observed.

Other parts of the record are identified, in which the wake behind cylinder 3 remains very close to periodic at consecutive shedding cycles, whereas it switches from wide to narrow and vice-versa behind cylinder 5. This is the case in the interval 365<\( t <387 \) for example, characterized as subregion D2. In this interval the fluctuations due to vortex shedding in the trace of the drag force on cylinder 5 are more discernible than those in the trace of the drag force of cylinder 3 in subregion A2.

A conclusion drawn from Fig. 2 and the visualization of flow patterns is that a subregion like A2 (switch of wake width behind only one cylinder) is always preceded by a subregion like A1, in which the switch of wake width occurs at both cylinders. When the vortex pattern past both cylinders is close to in-phase, like in Fig. 4d, subregion A1 gives its position to subregion A2. The cylinder whose wake width switches is the one with wider wake at the upper boundary of region A2. For example, in Fig. 4d \((t = 229.90)\) the wake of cylinder 3 is wider, and this is the cylinder whose wake width switches in region A2 that follows. Conversely at \( t = 365.65 \) (upper boundary of region D2) the wake behind cylinder 5 is wider, thus wake switch occurs in the wake of that cylinder.

In all cases a narrow wake is formed behind each of the three cylinders of the upstream row, and the vorticity generated on these cylinders enters through the gap and is conveyed behind the downstream cylinders. The vorticity generated on the upstream cylinders switches direction (up and down), which is controlled by the wakes of the downstream cylinders. In Fig. 4b, for example, the vorticity generated on cylinder 4 is tilted downwards due to the wide wake of cylinder 5, whereas in Fig. 4c the wake of cylinder 3 displaces upwards the vorticity generated on cylinder 4. The almost symmetrical wake pattern close to the upstream cylinders is compatible to the very low lift force exerted on them. The mean drag on the upstream cylinders is higher than that of the downstream cylinders, in agreement with experimental evidence.
Detailed flow visualization and examination of the lift traces confirmed that a wide wake behind any of cylinders 3 or 5 results in a lower frequency of the lift force in the corresponding interval and a narrow wake in a higher frequency. In region A₁, for example, when a wide wake behind cylinder 3 coexists with a narrow wake behind cylinder 5, the frequency of the corresponding lift cycle is lower for cylinder 3 than for cylinder 5. The same observation is valid in region A₂, for cylinder 3 whose wake width switches. The frequency of the lift force of cylinder 5 in this region does not vary substantially in different cycles, although it does not remain absolutely constant. Although the present situation is different from the flow past a single cylinder, the phenomena are compatible to the definition of Roshko’s [14] universal Strouhal number. According to this definition a large wake width compared to the cylinder diameter is associated to a lower shedding frequency and vice-versa.

The sequence of vorticity contours displayed in Fig. 5 reveals the procedure of formation of vortex structures, quite different from those observed for flow past a single cylinder. The negative vortices formed at the upper side of cylinders 3 and 5 at t=242.90 are convected at a substantial distance transversely below the wake central-line of the corresponding cylinder at t=245.90 (Fig. 5c), as shown with the arrows. It is reminded that Fig. 5c depicts

**FIGURE 5:** VORTICITY CONTOURS AT FOUR INSTANTS IN THE INTERVAL BETWEEN 238.9 AND 251.9, SPANNING A “W” CYCLE FOR CYLINDER 3 WITHIN SUBREGION A₂ OF FIG. 2.
the instant in which the wake behind cylinder 3 has switched to narrow. We can also observe vortex “A” formed at the lower side of cylinder 3 at $t=242.90$. The cross-wake motion of the negative vortex formed at the upper side of this cylinder causes complete detachment of vortex “A”, which at $t=245.90$ appears long and narrow and has merged with the vortex shed from the lower side of cylinder 2.

Power spectra generated from the force traces of Fig. 2 and 3 are presented in Fig. 6 for cylinders 3 and 5 and in Fig. 7 for cylinder 4. The spectra of the lift forces for cylinders 3 and 5 display an almost constant peak in the band of frequencies between 0.152 and 0.182. The lower of these frequencies (0.152) is the dominant vortex-shedding frequency associated with a wide wake, and the higher (0.182) the dominant frequency associated with a narrow wake. These values are lower than 0.196, which was obtained by Meneghini and Bearman [15] for 2-D flow past a single cylinder at Re=200. The lift frequency for the cylinder whose wake width does not switch in subregions like $A_2$ varies between 0.152 and 0.17 in most cases. The frequencies 0.12 and 0.21 (marked with dotted lines) that bound the region in which the frequency varies linearly to the peak values are compatible to the minimum and maximum frequency detected in the traces of the lift force. The spectra of the drag forces for the same cylinders display a peak at $f=0.091$, which results from the “W” cycles in the traces of the drag forces due to the wake switch. It should be noted that the value 0.091 is the half of 0.182, which is the value of the higher of the two dominant shedding frequencies. We can also detect the increased contribution in the band of frequencies between 0.28 and 0.42, which clearly results from the fluctuations of the drag force at a frequency twice of a shedding cycle. Interestingly, the local peak in this band occurs at the frequency 0.334, which is the sum of the dominant vortex-shedding frequencies (0.152+0.182). There also exists a local increase of spectral densities in the band of
frequencies between 0.12 and 0.182, with a local peak at \( f = 0.152 \). This band results evidently from cycles like cycle 1 in Fig. 2b, in which the drag fluctuation at the shedding frequency is more pronounced than its double value.

The peak at the lower of the dominant vortex-shedding frequencies, equal to 0.152, can be seen in the spectrum of the lift force exerted on cylinder 4, whereas there is an inflexion at \( f = 0.182 \). This can be explained from the fact that vortex shedding from the cylinders of the upstream row does not occur. The fluctuations of the lift forces on these cylinders result from the motion of their wakes up and down, which is controlled by the wakes of the cylinders of the downstream row. As already explained, the wider wakes, associated with frequency equal to 0.152 seem to have the first role. A local peak at a frequency equal to 0.061 is also present. The peak in the spectrum of the drag force of cylinder 4 occurs at \( f = 0.152 \) and an inflexion at \( f = 0.182 \). The drag force exerted on cylinder 4 fluctuates at the same frequency as the lift force, contrary to the vortex-shedding case past a single cylinder. This is compatible to the fact that vortex-shedding behind the cylinders of the upstream row does not occur. The spectra of the drag and lift forces for the other two cylinders of the upstream row, 2 and 6, are not appreciably different from the corresponding for cylinder 4.

CONCLUSIONS
The finite element study conducted herein revealed interesting aspects of cross-flow past two staggered rows of cylinders. Although, at a first glance, the flow pattern looks chaotic, a systematic attempt was made for the flow classification. Focusing our attention on the two inner cylinders of the downstream row, switch of wake width in two successive shedding cycles was observed, simultaneously for both cylinders or at least for one of these cylinders. When wake switch occurred on both cylinders, a wide wake behind one of the cylinders coexisted with a narrow wake behind the other cylinder and vice versa. The formation of a wide wake behind a cylinder is associated with a lower drag and a lower shedding frequency and vice-versa. The mean drag forces exerted on the cylinders of the upstream row were higher than those on the cylinders of the downstream row in agreement with experimental evidence. Vortex shedding does not occur behind the cylinders of the upstream row, yielding a negligible lift force on these cylinders.
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ABSTRACT
Flow-induced vibrations occurring in nuclear steam generators (of nuclear power plants or nuclear on-board stokeholds) are the cause of damages that have to be avoided to ensure a long life to exploitations. The numerical study of such mechanisms is thus crucial and, in order to proceed to even more efficient calculations in terms of time, the use of reduced-order models has now become an essential method. In this paper, we propose to apply the so-called “Multiphase-POD”, which is the adaptation of the well-known POD method to the case of fluid-structure interactions. Results are encouraging to open this technique to systematic FIV studies and to real-time control.

NOMENCLATURE
\( \rho \) Global density (kg.m\(^{-3}\))
\( \mu \) Global dynamic viscosity (kg.m\(^{-1}\).s\(^{-1}\))
\( \mathbf{u} \) Global velocity field
\( p \) Global pressure field
\( \sigma \) Constraints tensor
\( g_f \) A variable \( g \) in the fluid domain
\( g_s \) A variable \( g \) in the solid domain
\( D \) Cylinder diameter
\( P \) Pitch ratio in tube bundle

INTRODUCTION
Nuclear power plants and nuclear on-board stokeholds are containing very complex installations where flow-induced vibrations are present at various levels. Particularly, tube bundle systems in the steam generator part are prone to fretting-wear or even breaking, mainly due to transverse flow-induced vibration problems [1–8]. But, as well as experiments, numerical simulations of fluid-structure interactions in a tube bundle system remain very costly [9–11]: in order to give a relevant description of the flow and of the structure displacements, it is necessary to construct a system with a large number of degrees of freedom. The three-dimensional aspect of the flow and of the fluid-structure interactions added to the large number of tubes and their reciprocal interactions force us to lead long-time calculations, in order to be as precise as possible.

One of the existing alternatives to these restrictive situations from an industrial point of view is to have recourse to reduced-order models [12–17] such as POD (Proper Orthogonal Decomposition) [18–20]. It is thus possible to make numerical calculations in a very short time, and this paves the way to lead parametric studies or even real-time control. Here, the challenge consists in the adaptation of POD to the case of fluid-structure interaction problems. Liberge & Hamdouni [16, 21] proposed an efficient
way to cope with the moving fluid-structure interface; this method is called “Multiphase-POD”: the idea is to consider the whole system (fluid and structure domains) as a unique multiphase domain. The advantages of this technique are numerous. First, the data can be extracted from any way (experiments, moving grid techniques, etc.), it is only necessary to know how data are organized to proceed to the interpolation. Here, we show its ability to reproduce large structure displacements, which is often, to the author’s knowledge, not so easy with other reduced-order models. The first part of this paper is dedicated to the description of the Multiphase-POD method. Then, its application to the case of large displacements of a single circular cylinder under cross-flow (lock-in phenomenon) is presented in a second part. Finally, a 2D tube-bundle configuration is considered with one moving cylinder under cross-flow.

**MULTIPHASE-POD**

We consider here that POD-Galerkin method is well known (see for example [19]) and we are interested on its adaptation to FSI through Multiphase-POD. Complete calculations are leaded with a classic ALE approach [22]. Thus, in this case of Flow Induced Vibrations, classic POD-Galerkin method cannot be used because of the presence of a moving interface: POD modes are only spatial and consequently, they do not contain any dynamic information, although snapshots, in the case of an ALE calculation, have been taken for several positions of mesh nodes.

To get round this problem, Liberge & Hamdouni [16] proposed an original method that treats the case of a fluid-structure interaction problem with an adaptation of the POD-Galerkin technique, which is called “Multiphase-POD method”, where a non-moving mesh is used. The description of the Multiphase-POD method is the following: lets consider a global domain $\Omega$ containing the fluid domain $\Omega_f(t)$ and the solid domain $\Omega_s(t)$ at each time step $t$, where the solid domain is considered as a particular fluid with its own physical characteristics (density, viscosity). We have $\Omega = \Omega_f(t) \cup \Omega_s(t) \cup \Gamma_f(t)$, where $\Gamma_f(t)$ is the interface between fluid and solid domains. A global velocity field $u \in H(\Omega)$ (with $H$ a Hilbert space) is considered:

$$u(x,t) = u_f(x,t) \chi_{\Omega_f}(x,t) + u_s(x,t) \chi_{\Omega_s}(x,t)$$  \hspace{1cm} (1)

where $\chi_{\Omega_f}$ and $\chi_{\Omega_s}$ are respectively characteristics functions defining if the considered point position is in the fluid or in the solid domain:

$$\chi_{\Omega_f}(x,t) = \begin{cases} 
1 & \text{if } x \in \Omega_f \\
0 & \text{if } x \notin \Omega_f 
\end{cases}$$  \hspace{1cm} (2)

and $\chi_{\Omega_s}(x,t) = 1 - \chi_{\Omega_f}(x,t)$. Taking into account this notations, a global weak form of Navier-Stokes equations on $\Omega$ is made possible to formulate:

$$\int_{\Omega} \rho \frac{\partial u(x,t)}{\partial t} u^* dx + \int_{\Omega} (u \cdot \nabla) u^* dx = \int_{\Omega} (\nabla \cdot \sigma) u^* dx$$  \hspace{1cm} (3)

where $u^*$ is a test-function defined as $u^* \in H(\Omega)$ with the non-deformable solid constraint:

$$D(u^*) = 0 \text{ in } \Omega_s(t)$$  \hspace{1cm} (4)

Each field or variable is defined on the global domain $\Omega$ as described below:

$$\begin{cases} 
u(x,t) = u_f(x,t) \chi_{\Omega_f}(x,t) + u_s(x,t) \chi_{\Omega_s}(x,t) \\
\sigma(x,t) = \sigma_f(x,t) \chi_{\Omega_f}(x,t) + \sigma_s(x,t) \chi_{\Omega_s}(x,t) \\
\rho(x,t) = \rho_f(x,t) \chi_{\Omega_f}(x,t) + \rho_s(x,t) \chi_{\Omega_s}(x,t) \\
\mu(x,t) = \mu_f(x,t) \chi_{\Omega_f}(x,t) + \mu_s(x,t) \chi_{\Omega_s}(x,t) \end{cases}$$  \hspace{1cm} (5)

Lets define both components of the constraints tensor $\sigma$:

$$\sigma_f,ij(x,t) = -p_{f} \delta_{f}^{ij} + 2\mu_{f}D_{f}(u_f)$$  \hspace{1cm} (6)

where $\delta_{f}^{ij}$ is the Kroenecker symbol and $D_{f}$ is the deformation velocity tensor. The definition of the structural compotent $\sigma_s(x,t)$ allows taking into account that the solid has its specific viscosity and the non-deformable structural condition. For the viscosity, a penalization term is used: in order to specify that the domain $\Omega_s(t)$ is solid, the viscosity is artificially increased. To insure the non-deformable condition, a Lagrange multiplier $\Lambda$ is added. Thus, the structural component of the constraints tensor is:

$$\sigma_s,ij(x,t) = -p_{s} \delta_{s}^{ij} + 2\mu_{s}D_{s}(u_s)$$  \hspace{1cm} (7)

Developing the global weak form with these definitions and making the Proper Orthogonal Decomposition on the global velocity flow field leads to the construction of a dynamical system for the whole domain $\Omega$ which is fixed.
all over the studied time interval. Taking into account the space-time decomposition of the global velocity field as:

\[ u(x, t) = \sum_{n=1}^{N} a_n(t) \Phi_n(x) \]  

(8)

where \( \Phi_n, n = 1, \ldots, N \) are elements of the POD basis and \( a_n(t), n = 1, \ldots, N \) are time coefficients, the final dynamical system is the following:

\[
\begin{cases}
\sum_{i=1}^{N} \frac{da_i}{dt} A_{in} = \sum_{j=1}^{N} \sum_{j=1}^{N} B_{ijn} a_i a_j + \sum_{i=1}^{N} C_{in} a_i + E_n \\
D_i u = 0 \text{ on } \Omega_i(t) \\
\frac{\partial^2 \chi_{\Omega_c}}{\partial t^2} + u \cdot \nabla \chi_{\Omega_c} = 0 \text{ (characteristic function transfer)}
\end{cases}
\]

(9)

for each \( n = 1, \ldots, N \) where \( N \) is the number of modes in the POD basis. Coefficients \( A_{in}, B_{ijn}, C_{in}, E_n \) are not detailed here, but a very important point to notice is that they are not all exclusively spatial coefficients, because some of them contain the physical characteristics \( \rho(x, t) \) and \( \mu(x, t) \). Thus, they have to be re-calculated at each time step: the time calculation is increased in comparison with a classic POD model without moving structure. But this time calculation is still less than a complete calculation. Another approach consists in making the proper orthogonal decomposition of the characteristic function \( \chi_{\Omega_c}(x, t) \) also, which allows avoiding the time dependence of all coefficients of the dynamical system. For more precisions, see [21]. Practical implementation of the Multiphase-POD technique is described below.

1. Lead a complete ALE calculation of the fluid-structure interaction problem during a time interval [0,T]
2. Extract enough snapshots from this complete calculation
3. Create a unique Cartesian fixed mesh containing both fluid and solid domains
4. Interpolate each extracted snapshot onto the fixed reference mesh: new fixed snapshots are created
5. Apply the classic POD approach for the new snapshots constructed on the reference mesh
6. Construct the dynamical system following (9) and resolve it with a classic method (Runge-Kutta for example).

**FIGURE 1: CASE OF A SINGLE CIRCULAR CYLINDER AND BOUNDARY CONDITIONS**

**APPLICATION TO LOCK-IN PHENOMENON OF A SINGLE CIRCULAR CYLINDER**

In a first time, we propose a simple application of the Multiphase-POD technique, which is the case of a circular cylinder under cross-flow (see Fig.1). The cylinder is submitted to transverse displacements (\( y \)-direction) due to the presence of the flowing fluid. The case of small displacements of the structure has already been tested with Multiphase-POD in [16]. Here, we consider the lock-in phenomenon [23–25], where amplitudes of the structure displacement are of the order of the cylinder radius. The fluid domain is considered as infinite, as boundaries are far enough from the structure. The effects that the flow exerts on the structure are modeled through a restoring force. Reynolds number is \( R_e = 100 \), fluid is water. Cylinder displacement maximal amplitude is \( A^* = 0.58D \), where \( D \) is the cylinder diameter: the frequency lock-in mechanism is reached. Complete calculations are leaded with the CFD code *Code_Saturne* [26] and data at the interface are interpolated to the cylinder gravity center. The reduced-order model is constructed with the following characteristics: 250 snapshots are extracted from the complete ALE calculation, 6 POD modes are constituting the POD basis. The fixed reference mesh contains 200 x 250 points. The dynamical system resolution in the present case is simplified: indeed, the penalization term is sufficient to guarantee the non-deformable condition. Time integration scheme is Runge-Kutta 4.

The two first time coefficients are represented on Fig.2, they are well reconstructed by the reduced model. And, as they are containing the main part of the system energy, this good reproduction allows a good reconstruction of the velocity flow field and the cylinder displacement is also well reproduced (Fig.3), which is confirming that 1) the Multiphase-POD method is able to reproduce a structure displacement and a fluid flow with its global formulation and 2) the Multiphase-POD method is able to reproduce large displacements of the structure. The latter point is interesting for the willingness of studying instability behaviors.
APPLICATION TO FIV IN TUBE-BUNDLE CONFIGURATION

In order to consider a configuration close to the case of a tube bundle of heat exchanger, we consider a circular cylinder in a confined configuration. Non-dimensional numbers are adapted to this configuration, here Reynolds number is defined as $Re = \frac{\rho U_p D}{\mu}$. The step fluid velocity $U_p$ takes into account the tube confinement and is defined as: $U_p = U_\infty \frac{P}{P - D}$ where $U_\infty$ is the equivalent mean flow velocity that would have been imposed in an infinite domain and $P$ is the pitch ratio (distance between two neighbouring cylinders centres). Geometry and boundary conditions are depicted on Fig.4: a 2D domain and only one tube and its neighbors are considered, with inlet/outlet boundary conditions. Thus, the domain is not representing a whole tube bundle but a confined case. Reynolds number is fixed to $Re = 2000$, complete calculation is also leaded with Code_Saturne which has been validated in various FSI studies in tube bundle systems [9, 10, 27]. Large displacements in the $y$-direction (see Fig.4) of the central cylinder are considered ($A^* = 0.35D$ when $P/D = 0.44D$). The reference fixed mesh contains 200 x 200 points.

Figure 5 represents the comparison between the global velocity flow field from the complete calculation and the interpolated velocity flow field. It allows to check the precision of the snapshots interpolation algo-
algorithm: velocity levels are well reproduced after interpolation. In the interpolated case (right-hand side), the non-zero velocity in the cylinder zone is representative of the structure velocity, which is now considered as the second phase of the flow. Figure 6 shows the comparison between the central cylinder displacement calculated by complete calculation and by Multiphase-POD. The reconstruction gives very satisfying results, which is confirmed by the observation of the two first time coefficients of the global velocity flow field (Fig.7). The reconstruction of large displacements with Multiphase-POD in the case of a confined tube bundle is very interesting. It allows to plan for its implementation to unstable fluid-structure interactions like fluid-elastic instability occurring in tube bundle systems [5, 6, 28–30].

CONCLUSION
In this paper, the Multiphase-POD method is presented and applied to the case of a single circular cylinder moving under cross-flow and a confined cylinder in tube bundle under cross-flow. The method was already shown to be efficient in the case of small displacements of a structure under flow solicitations and here, we show its efficiency in the case of large displacements of the structure. This is a very interesting point in order to treat instabilities that can appear in a large number of industrial systems. Moreover, a simple case of tube bundle has been successfully past with Multiphase-POD, which is encouraging for reducing calculation times in this context. An on-going work is the application of parametric studies with the help of POD: the main interest of reduced-order models consists in their ability to reconstruct various solutions of a system where one or several parameters have been changed. Indeed, the reconstruction of a solution for which we already have the complete calculation is not sufficient. Further work will consist in the application of these methods to the case of FSI.
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ABSTRACT
This paper takes place in the problematic of numerical simulation of complex tubular systems in presence of fluid. The feasibility of set up an homogenized model based on the incompressible Navier-Stokes equations is investigated. Numerical simulations of a bundle oscillating in a fluid, for various condition of Keulegan-Carpenter numbers and Reynolds numbers, are analysed to identify the mechanisms to homogenize. Bases of the model are explained, and the model is finally proposed. Numerical implementation of the model is developed. Coupling schemes used are detailed. Cases of validation are presented and results are discussed.

NOMENCLATURE
\( \tilde{\alpha} / \alpha \) Dimensionless variable / Dimensional variable.
\( v \) Fluid velocity field.
\( p \) Fluid pressure field.
\( \nu^* \) Homogenized fluid velocity field.
\( p^* \) Homogenized fluid pressure field.
\( \sigma \) Stress tensor.
\( \rho \) Fluid density.
\( \mu \) Fluid dynamic viscosity.
\( \Omega_f \) Fluid volume.
\( \Omega^* \) Homogenized fluid-structure domain.
\( \Gamma_{\text{cyl}} \) Cylinders boundaries.
\( \Gamma_{\text{ext}} \) External boundaries.
\( \vec{n}, \vec{t} \) Boundaries normal and tangential vectors.
\( d \) Cylinders diameter.
\( m \) Cylinders mass.
\( k \) Cylinders stiffness.
\( N \) Number of cylinders in the bundle.
\( X \) Bundle displacement.
\( e \) Spacing coefficient.

INTRODUCTION
Multiple fields are concerned about interaction fluid-structure problems. In the nuclear industry, for problematic of nuclear safety, the behaviour of fluid assemblies in the nuclear core or steam generator submitted to seismic solicitation must be controlled. These structures are slender. It has been widely pointed out that the surrounding fluid significantly affect their behaviours. Fluid flow leads to inertial and dissipative effects and affects eigenfrequencies and damping. Due to their complex geometry numerical simulations of such systems could lead to very huge sizes and times of calculation. For example, a pressure water reactor core is composed of 157 assemblies. Each fuel assemblies is an array composed of 17 by 17 tubes (264 fuel rods and 25 guide rods). A rod is a 4-meters high and 1-centimetre diameter cylinder. That gives a system to simulate composed of 45373 of these cylinders immersed in a 5-meters diameter tank full of fluid. To solve these problems, homogenized models have been built [1]. These models have been developed based on the linearised Euler equations for the fluid. In this case calculation times and sizes have been effectively reduced. However, only inertial effects and small structure displacement are taken into account. In order to build more accurate homogenized models, they have to be based on the Navier-Stokes equations.

At first, the feasibility of building a homogenized model is investigated. Bi-dimensional numerical simulations are done with the finite element modelling code.
CAST3M [2]. They are made for various fluid conditions depending on the Keulegan-Carpenter number and the Reynolds number. These parameters are taken in low-range ($Kc \leq 10$ and $Re \leq 1000$). Identification of the homogenization mechanism in the bundle are made by force analyses. Only results of a few numerical simulations are presented in this paper. The notion of representative equivalent volume is highlighted. Setting up a model requires some approximations and hypotheses. They are detailed. Added mass and viscous related coefficients are calculated and compared to numerical and experimental results. The numerical implementation is detailed. Simulations for fluid-structure problem require the use of some coupling method that are presented. Cases of validation are introduced. Drop cases are made in confined and half-confined configurations. The dynamic of the bundle obtained with classic CFD and the homogenized model is compared for various conditions.

### DESCRIPTION OF CONSIDERED CASE

The system is a cylinder bundle in square arrangement, immersed in a viscous fluid. All tubes are supposed to be rigid, circular and smooth. The global behaviour of the system is focused, all the tubes have the same motion. The bundle motion is submitted to an 1 d.o.f. oscillator equation. The structure is either confined or half-confined as presented in Fig. 1 and Fig. 2. This system is described by the incompressible Navier-Stokes equations and boundaries conditions in Eqn. (1).

\[
\begin{align*}
\nabla \cdot (\tilde{v}) &= 0 \quad \text{in} \quad \Omega_f \\
\rho \frac{\partial \tilde{v}}{\partial t} + \rho \tilde{v} \cdot \nabla \tilde{v} &= -\nabla \tilde{p} + \mu \Delta \tilde{v} \quad \text{in} \quad \Omega_f \\
Nm\dot{\tilde{X}} + Nk\tilde{X} &= \tilde{F}_{f-s} = \int_{\Gamma_{cyl}} \tilde{\sigma} \cdot \tilde{n} \, d\tilde{s} \\
\tilde{v} &= \tilde{\dot{X}} \quad \text{on} \quad \Gamma_{cyl} \\
\tilde{v} &= 0 \quad \text{or} \quad \tilde{n} \cdot \tilde{\sigma} = 0 \quad \text{on} \quad \Gamma_{ext}
\end{align*}
\]  

(1)

The problem is defined by 6 characteristic dimension ($m$, $k$, $d$, $\rho$, $\mu$ and $V$ the maximum bundle velocity). From this, it is deduced:

\[
\omega_0 = \sqrt{\frac{k}{m}}, \quad f_0 \text{ the angular and natural structure frequencies,} \\
T = \frac{2\pi}{\omega_0}, \quad D = VT \text{ magnitude order of the structure displacement,} \\
P = \rho V^2 \text{ magnitude of the dynamic pressure.}
\]

Thus the system is made dimensionless in Eqn.2 and is described by the 3 parameters

\[
Kc = \frac{VT}{d}, \quad Re = \frac{\rho V d}{\mu} \quad \text{and} \quad \mathcal{M} = \frac{\rho \pi d^3}{m}.
\]
\[
\begin{aligned}
\n\frac{1}{Kc} \frac{\partial \nabla \cdot (v)}{\partial t} + v \cdot \nabla v = -\nabla p + \frac{1}{Re} \Delta v & \quad \text{in } \Omega_f \\
\n\frac{\partial}{\partial t} \mathcal{M} + v \cdot \nabla \mathcal{M} = -\nabla p + \frac{4}{\pi} \int_{\Gamma_{cyl}} \sigma nd\Gamma & \quad \text{on } \Gamma_{cyl} \\
\n\mathcal{M} = 0 & \quad \text{on } \Gamma_{ext}
\end{aligned}
\]

In this paper, the spacing between two cylinders is fixed at 1.7 and \(\mathcal{M}\) is fixed at \(\frac{1}{4}\).

**HIGHLIGHTING THE NOTION OF "REPRESENTATIVE ELEMENTARY VOLUME"**

In Eqn. (2) the displacement comes from the oscillator equation. For now, the displacement is not solved and replaced by a forced oscillating motion \(\mathcal{X}(t) = \sin(2\pi t)\). The bundle is confined on its lateral sides. The purpose is to analyse the behaviour of the fluid in the bundle and to highlight the existence of a representative elementary volume of this behaviour in a bundle. Parameters of the system are the \(Kc\) and the \(Re\) numbers. They influence the flow. This dependence has been well identified by [3], [4] or [5] in the case of a single tube oscillating in a large domain. It has been shown for low range of \(Kc\) and \(Re\) that there are different domain of flow behaviour (from symmetrical regime to transverse vortex street regime [3]). This diversity of flow is also present for a bundle of tube as shown in [6]. An example of flow is done in Fig. 3. The pattern is composed of complex vortices which are not identical for each one of them. However, a global behaviour is observed. This point is confirmed by calculating the force exercised by the fluid on each tube in the bundle. This analysis is made for various configuration of \(Kc\) and \(Re\). In this paper only the effect of the \(Kc\) is developed, the Reynolds number is fixed at 250 for the simulations presented.

For very small range of \(Kc\) \((\leq 1)\) the pattern and the flow around each tube is symmetrical, periodic and identical. Drag forces applied on all the cylinders in the bundle are globally sinusoidal and equal, Fig. 4. The lift forces are null due to the symmetry. In this range of \(Kc\) the force is mainly inertial. Thus the maximum of drag forces is on the order of \(\frac{\pi^2}{Kc}\).

As the \(Kc\) increase to 5 some asymmetries appear in Fig. 3. The new created vortices affect the forces applied on each cylinders Fig. 6 and 7. The drag forces aren’t sinusoidal and identical anymore and important lift forces appear. Although a global behaviour is observed, the difference between each cylinder is important. These differences are well reduced by considering groups of 4 closed tubes and more with groups of 9 tubes Fig. 5. The mean amplitude of lift forces is 3 times reduced and become closed to their mean value 0. The same conclusions are observed when the \(Kc\) is increased to 10, Fig. 8 and 9. This analysis highlights the existence of a REV, which shows the feasibility of the homogenisation.

**INTEGRATION OF THE SYSTEM OVER THE REV**

The representative elementary volume \(I\) is composed by a fluid volume \(I_f\) and a structure volume \(I_s\). The oper-
FIGURE 5: EXAMPLE OF A VOLUME WHERE THE DRAG AND LIFT FORCES ARE CALCULATED FOR A CYLINDER (—), A GROUP OF 4 TUBES (—) AND A GROUP OF 9 TUBES (—). THUS IN THIS BUNDLE, 25 GROUP OF 4 TUBES AND 16 GROUP OF 9 TUBES COULD BE ANALYSED.

FIGURE 6: DRAG FORCES APPLIED ON ALL THE TUBES (—), ALL THE GROUPS OF 4 TUBES (—) AND ALL THE GROUPS OF 9 TUBES (—) FOR $K_c = 5$ AND $Re = 250$.

FIGURE 7: LIFT FORCES APPLIED ON ALL THE TUBES (—), ALL THE GROUPS OF 4 TUBES (—) AND ALL THE GROUPS OF 9 TUBES (—) FOR $K_c = 5$ AND $Re = 250$.

FIGURE 8: DRAG FORCES APPLIED ON ALL THE TUBES (—), ALL THE GROUPS OF 4 TUBES (—) AND ALL THE GROUPS OF 9 TUBES (—) FOR $K_c = 10$ AND $Re = 250$.

Eqn. (4).

\[
\begin{align*}
\nabla \cdot \bar{\vec{v}} &= 0 \\
\frac{1}{K_c} \frac{\partial \bar{\vec{v}}}{\partial t} + (\bar{\vec{v}} \cdot \nabla) \bar{\vec{v}} &= -\frac{1}{|I|} \int_{\partial I_e} pn d\Gamma + \frac{1}{Re} \Delta \bar{\vec{v}} + \frac{\eta}{K_c} \bar{\vec{X}} + \bar{\vec{r}} \\
&\quad + \frac{1}{|I|} \int_{\partial I_s} \left[p - \frac{1}{Re} (\nabla \bar{\vec{v}} + \bar{\vec{v}} \nabla)\right] n d\Gamma
\end{align*}
\]

where $\bar{\vec{r}} = (\bar{\vec{v}} \cdot \nabla) \bar{\vec{v}} - \frac{1}{|I|} \int_I (\bar{\vec{v}} \cdot \nabla) \bar{\vec{v}} d\Omega$ is a corrective term and $\eta = |I_s|/|I|$ is the solid volume fraction. There is no assumption about the form of $I$. So it is likely that the contour will pass alternately through the fluid and the solid part. Otherwise the integration over the solid contours is equal to the force exercised by the fluid on the cylinders and the integration over the fluid external contour will be resume as a pressure gradient. Based on the

ator $\alpha \rightarrow \frac{1}{|I|} \int_I \alpha d\Omega$ is applied to the fluid mass continuity and fluid momentum equations of Eqn. (2).

\[
\frac{1}{|I|} \int_I \left( \frac{1}{K_c} \frac{\partial v}{\partial t} + (v \cdot \nabla) v = -\nabla p + \frac{1}{Re} \Delta v \right) d\Omega
\]
repetitiveness of the behaviour system, these approximations are made for the whole domain.

Hence, the integrated system is obtained (adding the oscillator equation motion) in Eqn. (5).

\[
\begin{cases}
\nabla \cdot \vec{v} = 0 \\
\frac{1}{Kc} \frac{\partial \vec{v}}{\partial t} + (\vec{v} \cdot \nabla) \vec{v} = -\nabla \vec{p} + \frac{1}{Re} \Delta \vec{v} - \frac{1}{|I|} F_{f \to s} + \frac{\eta}{Kc} \ddot{X} + \vec{r} \\
\dot{X} + \omega_0^2 T^2 X = \frac{4\pi Kc}{\pi} F_{f \to s}
\end{cases}
\]

\( (5) \)

Order of magnitude of the corrective vector

The corrective term \( \vec{r} \) is still expressed with the variable \( v \). Its importance is detailed by looking at the order of magnitude. It could be shown that

\[
(\vec{v} \cdot \nabla) \vec{v} = \frac{1}{|I|} \int_{\partial I_{ext}} v (\vec{v} \cdot n) \, d\Gamma
\]

The term \( \vec{r} \) is then calculated. Figure 10 represent the value of this term during 10 period of oscillation calculated on a fluid volume around 1 cylinder, 4 cylinders and 9 cylinders for a configuration of \( Kc = 5 \) and \( Re = 250 \).

By increasing the volume of integration the importance of this corrective term is well reduced. Moreover, it is shown in Fig. 11 that it is low compared to the other term of Eqn. (5). Thus this term is not taken into account for the homogenized model.

Expression of the force

An expression of the drag force exercised by the fluid on a cylinder oscillating in a large domain of fluid is given by Morison type approximation [7], given in Eqn. (7).

\[
\dot{F}_{f \to s} = -m_u \ddot{X} - C|\dot{X}| \dot{X}
\]

with \( m_u = C_m m_d = C_m \frac{\rho \pi d^2}{4} \) and \( C = C_d \frac{\rho d}{2} \). Those expressions are useful in industrial context because they well transcript the loss of frequency and the damping effect. Such approximations are valid when the cylinder is oscillating in a non-moving fluid (or to determine the force exercises by waves on a cylinder). However, in the
presence of a global fluid movement, these forces are generalised in Eqn. (8) (if the viscous effect are not considered).

\[ \vec{F}_{\text{f\rightarrow s}} = -m_a \ddot{X} + (m_a + m_d) \frac{\partial \vec{v}}{\partial t} \]  

(8)

This expression is introduced in [8] and used in [1] to set up a model based on the linearised Euler equations. It should be noticed that if \( \ddot{X} = \frac{\partial \vec{v}}{\partial t} = \gamma \) the force exercised on a cylinder is the Archimedes force. Thus, the Morison type expression of the force exercised on \( N \) cylinder in a bundle in presence of global fluid movement and viscous effect is formulated in Eqn. (9).

\[ \vec{F}_{\text{f\rightarrow s}} = -m_a \ddot{X} + (m_a + m_d) \frac{\partial \vec{v}}{\partial t} - NC \dddot{X} (\ddot{X} - \vec{v}) \]  

(9)

Dividing this expression by \( |I| \) (the representative elementary volume that contains the \( N \) tubes), a force density is obtained, which dimensionless form is given in Eqn. (10).

\[ f_{\text{f\rightarrow s}} = \frac{F_{\text{f\rightarrow s}}}{|I|} = -\frac{C_m \eta}{Kc} \dddot{X} + \left( \frac{C_m + 1}{Kc} \right) \eta \frac{\partial \vec{v}}{\partial t} - \frac{NC_d}{2|I|} (\dddot{X} - \vec{v}) \]  

(10)

Values of parameters \( \eta \) and \( \frac{|I|}{N} \) have to be fixed. \( \eta \) is the solid volume fraction. In homogenisation this parameter generally tends to a limit as the REV grows. In our case \( \eta \rightarrow \frac{\pi}{4e^2} \). In the same way, the fraction \( \frac{|I|}{N} = \frac{\pi}{4\eta} \rightarrow e^2 \).

In the case of the bundle oscillating in a confined tank, it could be shown that \( \vec{v} \) and \( \frac{\partial \vec{v}}{\partial t} \) are null which simplified Eqn. (10). By multiplying this force density with the bundle velocity or acceleration (which are both periodic) the coefficient \( C_m \) and \( C_d \) are determined, Eqn. (11).

\[ C_d = \frac{\int_{T} f_{\text{f\rightarrow s}} \dddot{X} \, dt}{\frac{2\pi^2}{e^2} \int_{T} \dddot{X}^2 \, dt} \]  

(11)

\[ C_m = \frac{\int_{T} f_{\text{f\rightarrow s}} \dddot{X} \, dt}{\frac{\eta}{Kc} \int_{T} \dddot{X}^2 \, dt} \]

These coefficient are represented in Fig. 12 and 13. Their values are detailed in Tab. 1 and Tab. 2. At these values are added the calculation of coefficients \( C_m \) for a bundle less confine on his lateral size in [5]. Those results are obtained using the same numerical method. They give complementary informations. For very small value of \( Re \), the fluid equations are reduced to the Stokes equations, and a value of \( C_d \) could be analytically estimated using

**FIGURE 12**: \( C_m \) VERSUS \( Kc \) FOR VARIOUS VALUES OF \( Re \) CALCULATED FROM THE CASE OF A BUNDLE OSCILLATING IN A FLUID (○, EQN.11) AND (-•, [5]) COMPARED WITH THE LINEARISED EULER APPROXIMATION (•, [1]). THE RESULT FOR A SINGLE CYLINDER (○, [9]) AND (-•, [5]) ARE ADDED FOR A COMPARISON.

**FIGURE 13**: \( C_d \) VERSUS \( Kc \) FOR VARIOUS VALUES OF \( Re \) CALCULATED FROM THE CASE OF A BUNDLE OSCILLATING IN A FLUID (○, EQN.11) AND (-•, [5]) COMPARED WITH THE STOKES APPROXIMATION IN EQN.12 (○). THE RESULT FOR A SINGLE CYLINDER (○, [9]) AND (-•, [5]) ARE ADDED FOR A COMPARISON.
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TABLE 1: VALUES OF \( C_m \) FOR VARIOUS VALUES OF \( Kc \) AND \( Re \), AND FROM THE LINEARISED EULER APPROXIMATION [1].

<table>
<thead>
<tr>
<th>( Kc )</th>
<th>( \rightarrow 0 )</th>
<th>40</th>
<th>200</th>
<th>250</th>
<th>500</th>
<th>1000</th>
<th>Eul. lin.</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td>1.98</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1.7</td>
</tr>
<tr>
<td>0.1</td>
<td>2.02</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>2.4</td>
<td></td>
<td></td>
<td>2.04</td>
<td>1.98</td>
<td>1.94</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>3.24</td>
<td></td>
<td></td>
<td>3.31</td>
<td>1.99</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>3.55</td>
<td>3.59</td>
<td>3.38</td>
<td>2.55</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

TABLE 2: VALUES OF \( C_d \) FOR VARIOUS VALUES OF \( Kc \) AND \( Re \), AND FROM THE STOKES APPROXIMATION [10].

<table>
<thead>
<tr>
<th>( Kc )</th>
<th>( \rightarrow 0 )</th>
<th>40</th>
<th>200</th>
<th>250</th>
<th>500</th>
<th>1000</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stokes</td>
<td>41.49</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.01</td>
<td>41.91</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.1</td>
<td>22.17</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>9.48</td>
<td>3.39</td>
<td>2.25</td>
<td>1.48</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>6.62</td>
<td>3.49</td>
<td>2.83</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>5.52</td>
<td>2.28</td>
<td>2.06</td>
<td>1.85</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

the formula of [10] in Eqn. (12).

\[
C_d = \frac{3\pi^3}{2Kc} \left\{ (\pi \beta)^{-1/2} + (\pi \beta)^{-1} - \frac{1}{4} (\pi \beta)^{-3/2} \right\} \quad (12)
\]

Where the Stokes number \( \beta = \frac{Re}{Kc} \). Moreover, for very high value of \( Re \) and small structure displacement, which tend toward to the linearised Euler equations, the \( C_m \) coefficient is estimated by [8]. The profuse values of \( C_m \) and \( C_d \) determined by [9] for a single cylinder are also represented for high range of \( Re \) (from 2000 to 60000). They are compared to the ones obtained by a finite element method in [5] for more moderate \( Re \) (100, 500 and 1000). Thus, except for the case of the lowest \( Re \), numerical method tally with experimental data. Values for small \( Kc \) tend toward the theoretical value of \( C_m \) for a single tube in infinite fluid domain [8], which is 1. In both study, there is a decrease of this force coefficients with growing \( Kc \). But this has been shown in [9] to be a local effect.

When the case of the bundle is considered, values of \( C_m \) rise. Both results presented are simulation of a bundle oscillating in a tank. In this paper the bundle is strictly confined while in [5] the lateral side are lightly spaced. It result that a global motion of fluid appears (due to the recirculation outside the bundle). \( \vec{v} \) and \( \frac{\partial \vec{v}}{\partial t} \) are not null anymore. Thus, the definition of \( C_m \) are not exactly the same and the coefficient calculated in this paper are more important that in [5]. The theoretical value of \( C_m \) for the bundle presented in Fig. ?? is 1.7 and bound the results of this paper (Tab. 1). As the \( Kc \) grows, the coefficient increase. However, at a fixed \( Kc \), the growing \( Re \) significantly reduce the \( C_m \).

For both case of the single tube and the bundle, it is assumed that the evolution of the \( C_d \) follows a vertical asymptote for \( Kc \rightarrow 0 \). It is in agreement with Eqn. (12). A value from this approximation of \( C_d \) is given in Tab. 2 (labelled as Stokes) and could be compared to the value calculated for \( Kc = 10^{-2} \) and \( Re = 40 \). As the \( Kc \) increases the coefficient decreases and tend to a limit. When \( Kc \rightarrow \infty \), i.e. the structure moves with a constant velocity, it is well know that the \( C_d \) tend to 1 for values of \( Re \) higher than a few thousands. It corresponds to a dimensional force of \( \frac{1}{2} \rho d \dot{X}^2 \).

THE HOMOGENIZED MODEL

An expression of the force density exercised by the fluid on the bundle has been proposed. It has been shown that the corrective term \( \vec{p} \) could be neglected. Thus, the homogenized model is introduced. To underline the fact that the homogenized variables are not linked any-more to the complete simulation fluid variables, they are now labelled \( \vec{v}^s \) and \( p^s \). \( (\vec{v}^s, p^s) \neq (\vec{v}, \vec{p}) \), they are not defined in the same domain. However, they are built to transcribe a similar physics and influence in the same way the bundle motion. Finally, the homogenized model is expressed
in Eqn. (13).
\[
\begin{align*}
\frac{1}{Kc} \frac{\partial v^*}{\partial t} + (v^* \cdot \nabla) v^* &= -\nabla p^* + \frac{1}{Kc} \nabla v^* \quad \text{in} \quad \Omega^* \\
+ (C_m + 1) \frac{\eta}{Kc} \left( \frac{\partial^2 v^*}{\partial t^2} \right) + \frac{C_d}{2\pi} \left( \bar{X} - v^* \right) \\
\frac{\partial^2 X}{\partial t^2} + 4\pi^2 X &= -C_m \frac{\eta}{Kc} \bar{X} + (C_m + 1) \frac{\eta}{Kc} \frac{\partial v^*}{\partial t} + \frac{2C_d}{\pi} \frac{\partial^2 v^*}{\partial t^2} \left( \bar{X} - v^* \right)
\end{align*}
\]
where $\Omega^*$ represent the fluid-structure homogenized domain.

Now that the model has been proposed, it has to be compared with CFD simulations of the system in Eqn.(2). This system is a fluid-structure interaction problem and requires some coupling method.

**FLUID-STRUCTURE INTERACTION COUPLING**

The motion of the bundle generates or disturbs the fluid flow. And the fluid flow exercises forces on the bundle. These actions are simultaneous. For the numerical simulation of FSI systems, two methods are generally used: Monolithic method (or strong coupling method) and partitioned method (or weak coupling method). The first one is useful to solve at the same time the fluid system, the structure system and the position of their interface as a single system. But the implementation of such method is difficult for complex geometry. Weak coupling method are more appropriate to the case of moving cylinders. The principle is to mutually exchange informations between both systems. Thus, each one can be solved separately. Other methods could be used. Particle-mesh methods, first set up for two-phase flow problems and level-set based methods for the interface follow up can be adapted for fluid-structure interaction problems. In this paper only partitioned methods are used. The principle of these methods is to solve iteratively both systems using a coupling scheme. Basically, in a time step the fluid system is solved. A new state of fluid is known. Forces exercised by the fluid on the structure are calculated. Then the solid motion is solved. It has been shown in [11] that first solving the fluid system leads to better energy balance at the fluid-structure interface. Several coupling scheme can be used. In this paper a staggered algorithm is used. It has been introduced by [12]. Its bases are illustrated in Fig. 14. It is composed of 4 steps:

1. A prediction of the structure position or velocity is made. In our case a velocity prediction is used as in

\[
\dot{X}_{n+1} = \dot{X}_n + \frac{1}{2} \Delta t \ddot{X}_n
\]

Eqn. (14).

2. The structure prediction changes the fluid boundaries conditions. The fluid system is solved.
3. The new fluid state exercises local forces on the structure.
4. The structure system is submitted to these forces and is solved. The time step is done.
5. The coupling scheme is repeated.

Other schemes have been developed. Staggered algorithm schemes can be used with smaller time step for one of the systems (generally the fluid temporal resolution is smaller than the structural one). Thus some sub-cycling are made for the concerned system. Semi-Implicit Algorithm or Implicit Algorithm (also called Iterative Algorithm) can be used. With these schemes, a convergence is reached for the fluid-structure interface behaviour.

The system in Eqn.(13) is not a classical fluid-structure interaction problem. The homogenized fluid system exercises a force density on the structure system. However, it doesn’t induced perturbation to the fluid by changing its boundaries conditions. In the model the structure exercises the same force density on the fluid. Moreover, this force density is expressed using both homogenized fluid and structural variables. In order to compare with CFD results without being influenced by the choice of the fluid-structure interaction coupling method employed, a staggered algorithm is also used to solve the homogenized model in this paper. Depending on whether the fluid terms of the force (or the structure terms) are treated in an explicit or implicit way in the fluid equation (respectively in the oscillator equation), two models are obtained.

**HOMOGENIZED COUPLING SCHEME**

The models described below are labelled explicit and implicit model schemes. The explicit or implicit notations refer to the treatment of the force density in the model (not to be confused with implicit algorithm).

**Explicit model scheme**

The first way is to consider the force density as a source term in both homogenized fluid and structure systems. Moreover, there is a difference between the force density exercised by the homogenized fluid on the structure and the force density exercised by the structure on
An second scheme can be used where the force density is split and treated in a implicit way to obtain the time integration scheme in Fig. 16.

**CARES OF VALIDATION**

Cases of validation are made with drop cases with an initial displacement and zero initial velocity. Drop cases are chosen because of their easy implementation and also because they illustrate how the model reacts when it is
shortly perturbed and let free right after. The bundle is either confined or half-confined as shown in Fig. 1 and Fig. 2. The initial displacement of the bundle is $\frac{Kc}{2\pi}$. That correspond to a maximum dimensionless speed of 1 if the bundle is in air. Then the bundle is dropped. Added mass parameters $C_m$ and viscous parameter $C_d$ values are taken from Part I where they are calculated from the case of an oscillating confined bundle and depend on the $Kc$ and the $Re$. Due to the fluid viscosity, the bundle velocity magnitude will be reduced. Thus the parameters chosen are not adapted to long time behaviour of drop cases.

**CONFINED CASES**

Drop cases in a confined tank are presented in this paper for a few couple of ($Kc, Re$). As in Part I, the $Re$ is fixed to 250 and the $Kc$ is set to 1, 5 and 10. Results on the dynamic of the bundle are presented in Fig. 17-19. Displacement, velocity, acceleration are represented for the explicit and implicit scheme models and are compared to the classic CFD simulation results. The force density applied by the fluid on the structure is also calculated and compared to the total force exercised on the cylinder divided by the total volume of the bundle $\frac{1}{N e^2} \sum F_{f \rightarrow s}$.

For $Kc = 1$, the homogenized model gives good results Fig. 17a-d, especially when the implicit model scheme is used. With the explicit treatment of the force density in the explicit model scheme, numerical dissipation appears. However, in this case the maximum displacements are small and the fluid behaviour is well predictable.

For higher $Kc$, such as $Kc = 5$ Fig. 18 or $Kc = 10$ Fig. 19, the bundle behaviour is more complicated. The displacement becomes strongly damped Fig. 18a and 19a. Its amplitude is significantly reduced. At $t \sim 1.5$ it has been reduced by more than a half. The added mass and damping parameters are not adapted for long time simulation, thus a growing phase difference and a overestimated damping is observed.

**HALF-CONFINED CASE**

An half confined case is made to validate the model in presence of global fluid motion. Figure 20 and Fig. 21 show the comparison of the field pressure and the velocity norm in the fluid domain calculated by the classic CFD and by the homogenized model for $Kc = 5$ and $Re = 250$. The black square represents the equivalent volume where the model’s equations are applied. The rest of the domain is ruled by classic Navier-Stokes equations. In Fig. 20, the pressure field is shown at $t = 0.5$, when the force density applied by the fluid is almost maximum, Fig. 22d. At $t = 1.1$ the mean homogenized velocity is maximum in the bundle equivalent domain, which means that the global motion of fluid reaches its maximum speed. Thus, in free fluid domain (where $v' \sim v$) the fluid velocity is maximum. Figure 21 shows that the model retrieves this global motion.

As in confined cases, the bundle dynamics is presented in Fig. 22a-d. The force density is sightly overes-
FIGURE 17: EVOLUTION OF THE BUNDLE DYNAMICS FOR $Kc = 1$, $Re = 250$, CALCULATED WITH THE HOMOGENIZED EXPLICIT SCHEME MODEL (---), HOMOGENIZED IMPLICIT SCHEME MODEL (——) AND COMPARED TO THE CFD SIMULATION (---).

FIGURE 18: EVOLUTION OF THE BUNDLE DYNAMICS FOR $Kc = 5$, $Re = 250$, CALCULATED WITH THE HOMOGENIZED EXPLICIT SCHEME MODEL (---), HOMOGENIZED IMPLICIT SCHEME MODEL (——) AND COMPARED TO THE CFD SIMULATION (---).
CONCLUSION

The feasibility of building an homogenized model based on Navier-Stokes equations for the vibration of bundles of tubes in a fluid is investigated. Forces exercised on a 6x6 square bundle by the fluid are calculated in the case of an oscillating bundle for various conditions of $Kc$ and $Re$. Low range of these parameters are focused. The existence of a representative elementary volume in our system is shown. Over the REV the dynamics of mean forces are identical in the whole bundle. An integration over the fluid domain ruled by the Navier-Stokes equations leads to a new system. Some terms in this system are not taken into account after looking at their order of magnitude and compared to major terms as fluid-structure forces. These forces are modelled by using some Morison-type approximations and the formula of a force density exercised by the fluid on the structure is introduced. The added mass coefficients and the damping coefficients of these forces are identified. Results in this paper agree with numerical and experimental results. The expression of the force density is set up to take into account global motion of fluid. The final model is finally presented and is compared to a classic CFD method. A partitioned method is used to simulate the fluid-structure interaction. A staggered algorithm is chosen to solve the system. For the model part, the approximation of the force density chosen lead to two possible numerical solving scheme. One treats the force as a source term in an explicit way, the other integrates the term of the force density in the fluid and structural system. Validation and application cases are simulated and compare to the CFD results. Comparison are mostly qualitative analyses. Application cases with a seismic solicitation applied to the structure will be considered in further works.

In this paper, the feasibility and the accuracy of the homogenized model based on the Navier-Stokes equations have been presented. Some improvements can be made. The bundle has been taken not deformable. Some large scale differential movements can be considered. The interest of such model is to predict structural instabilities as breathing or ovalisation instabilities. Moreover, the model, in its current version could be extend to a bi-dimensional one.
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ABSTRACT

In this study we describe the near wake structure and flow dynamics associated with experimentally simulated flow around a circular cylinder that is either stationary, in simple rotative oscillation or simple harmonic cross-section variation combined to rotative oscillation. Results are examined for a Reynolds number of Re ≈ 3000 and a fixed vibrating amplitude equal to 5% of the cylinder diameter. A large domain of forcing Strouhal number, up to twice the natural shedding frequency of the cylinder is considered. Results are interpreted using an analysis of visualizing snapshots focused on the cylinder near wake response. The obtained results suggest that the investigated nonlinear combination of rotative oscillation and cross-section variation favorably plaid for the fineness optimization and drastic aeroacoustic noise reduction using the present controlling strategy.

INTRODUCTION

The importance of the so called bluff body wakes and the role they play in the design of the major engineering structures and industrial applications is ubiquitous. This explains the abundance of the studies devoted to understanding the underlying involved phenomenology. Such intricate problems are almost omnipresent in hydro and aerodynamics, heat exchangers, offshore structures, turbomachinery…etc.

Control of vortex shedding leads to decreasing the unsteady forces acting on the body and can substantially reduce its vibrations. The emitted structures are inherently linked to the generated acoustic noise which can be significantly decreased if the vortices intensity and scale are weakened. Flow control may be executed by controlling the boundary layer separation, the shear layers structures and / or the coherent structures dynamics in the body near wake. The evolution of the flow past a circular cylinder superimposed simultaneously to rotative oscillation and a radial pulsatile motion—cross section variation—is considered by visualizing the flow patterns using smoke streaklines and by analyzing qualitatively the corresponding snapshots. The researched objective consists in investigating the possibility of developing a technique for increasing the cylinder fineness—lift to drag ratio—by combining the Magnus effect with the drag drop induced by the cross section variation. The suggested controlling strategy contributes to largely decreasing both the intensity and the scale of the shedded vortices. These are prevented from further vorticity supply by cutting the links with the cylinder boundary layer. The structures are thus forced to disengage from the cylinder wake in the early stage of the shedding cycle. The resulting von Karman eddy street is thus weakened and correlatively the acoustic noise as well, Oualli et al. (2004, 2005a and 2005b).

EXPERIMENTAL SETUP

The main constitutive element of the experimental device is depicted in figure 1(a and b). The deforming mechanism is inserted in the cylinder wall to generate the pulsatile motion avoiding thus any disturbance of the evolving flow. The cylinder made of PVC (Polyvinyl Chlorine) walls, figure 1, is mounted horizontally traversing the test section with the ends linked to two external motors destined to deliver rotating motion of the cylinder shaft and cylinder walls as well. The inserted mechanism consists in a cylinder shaft entrained into a rotation motion using an external motor, rotating cams transform the entering rotating motion into diameter variation movement.
of the test cylinder walls according the following sinus law:

\[ D = D_0 \left(1 + A_s \left| \sin(2\pi f t) \right| \right) \]

Where \( D \) is the variable cylinder diameter, \( D_0 \) is the initial cylinder diameter, \( A_s \) is the deformation amplitude set equal to 5\% of the cylinder diameter, \( f \) is the cylinder forcing frequency in Hertz and \( t \) is time in seconds.

Considering the cylinder dimensions, the above relation becomes:

\[ D = 0.08(1 + 0.005|\sin(2\pi f t)|) \quad (1) \]

The flow behavior is thus controlled by the sinusoidal variation law of the cylinder cross-section applied uniformly along the span.

The rotative oscillation of the cylinder is executed as in Tokumaru and Dimotakis (1991) according to the law:

\[ \theta = \theta_0 \sin(2\pi f_{osc} t) \]

Where \( \theta \) is the instantaneous rotative oscillation angle, \( \theta_0 \) is the maximum amplitude of the cylinder oscillation and \( f_{osc} \) is the superimposed frequency for the rotative oscillating dynamic.

\[ f = f_o - \alpha f_{osc} \]

Where \( f_o \) is the natural shedding frequency, \( f \) is the superimposed radial vibrating frequency to the cylinder is in the range of 0 to 10 with the pulsating amplitude \( A_s \) reported to the cylinder diameter is fixed equal to 5\%. The rotative oscillating amplitude \( \theta \) is fixed to \( 0 = 30^\circ \) and \( 0 = 60^\circ \) for this study. The details of the near wake response mechanism are particularly examined and the flow asymmetry induced by the cylinder rotative oscillation is found to be apparent from (1) and (2). The von Karman eddy street for a naturally evolving flow (with non-actuation) is depicted in the figure 2 where the primary vortices are alternatively shed from the cylinder and evolve in an anti-symmetrical fashion near and far wake.

When the rotative oscillation is applied it is established that the acceleration and deceleration phases of the rotative oscillating cycle make the cylinder primary vortices to “smash” into smaller scales before travelling in the von Karman street. The formation length substantially drops and the recirculating region fairly vanishes, figures 3 and 4. When increasing the rotative oscillating amplitude \( 0 = 60^\circ \), the near wake is slightly deviated in the upper direction, the cylinder shear layers emit the vortices separately without penetrating the recirculating zone leading to two vortices parallel emitted rows. These emitted vortices rapidly diffuse in the eddy street and are not discernible when the distance from the cylinder is around 3 to 4D, figure 4. When the value of \( \alpha \) is increased to 1.95 with \( \theta \) maintained equal to 60\% the flow exhibits a lock-in configuration as the one reported by Cheng (2001). The formation length completely disappears and the near wake length and width are considerably reduced around the cylinder tightened by the surrounding flow. The emitted vortices in smaller scales diffuse immediately after being shed in the eddy street, figure 5.

A central result obtained from visualisations of the upper primary and secondary interacting zone, consists in the fact that the cylinder cross-section variation (decreasing and increasing) greatly influences the primary and secondary structures interaction, Oualli et al. (2008), and that the so-called \( \alpha \) and \( \beta \) phenomena, as identified by Coutenceau and Ménard (1985), are profoundly altered. In fact, during the cylinder cross-section decreasing phase, the near wake is subject to a radial attraction towards the cylinder surface leading thus to the near wake prematurely separation from the eddy street (far wake) which keeps travelling freely from the cylinder near wake. During the cylinder cross-section increasing phase, the cylinder near wake reduced to smaller smashed vortices by the rotative oscillations, Tokumaru and Dimotakis (1991) and Shiels
and Leonard (1996), are subject to simultaneous further dislocations and radially pulled out from the cylinder in such a way that they are forced to early disengage from the cylinder surface, Oualli et al. (2008). The cylinder near and far wakes rupture is also induced at an early flow stage for this increasing phase of the cylinder diameter. This explanation is the underlying phenomenon for the Strouhal frequency increasing reported in the figure 6. It is noteworthy to notice that the aforementioned induced modifications (reduction of the near wake dimensions, shedding frequency increasing…) favourably contribute to the drag reduction around the circular cylinder.

CONCLUSIONS

The present study analyses the flow response around a circular cylinder submitted to simultaneous uniform spanwise cross-section vibrating motion and rotative oscillation. It is established that the flow topology is deeply altered in terms of the near wake and the global von Karman eddy street behavior. The shed primary vortices, and thus the Bénard-Karman eddy street, are strongly affected by the proposed controlling strategy. The global response show that the primary structures break into smaller scale weakened substructures which diffuse rapidly in the flow. The cylinder cross-section variation enhances the vortices dislocations and increases the shedding frequency by forcing the nascent neighboring vortices to prematurely disengage from the cylinder vicinity. The near and far wakes link is permanently cut by this boundary pulsatile motion, figure 7. All these feature favorably plaid for important drag coefficient and acoustic noise reduction, Williamson (1996) et Gad-El-Hak (2003).
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Figure 6: Evolution of the shedding frequency versus the oscillating frequency for a cylinder executing a cross-section variation:
(a) $\theta=30^\circ$ and $\beta=2$
(b) $\theta=60^\circ$ and $\beta=2$

Figure 7: Flow configuration for $\theta=60^\circ$, $\alpha=1.95$ and $\beta=2$
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ABSTRACT
A heuristic criterion is proposed for estimation of the maximum allowable amplitude of elastically mounted cylinders freely vibrating transverse to a free stream derived for the limiting case of zero structural damping. The criterion is based on Morison’s equation to represent the reaction force which comprises components due to fluid inertia (added mass) and fluid damping (drag). It is presumed that vibrations are restricted in the inertia-dominated regime in the amplitude-frequency parameter space. This assumption along with the introduction of the relative velocity magnitude in Morison’s equation results in an inequality for maximum amplitude. Comparison against experimental data from the published literature shows that the proposed criterion captures intrinsic features of the actual response found in free vibration tests with low structural damping.

INTRODUCTION
One of the basic excitation mechanisms of flow-induced vibration is the periodic formation and shedding of vortices alternatively from each side of bluff structures immersed in a stream of fluid, thereof termed vortex-induced vibration. A notable feature of this phenomenon is that the fluid force is directly related to the shed vortices. If the structure is lightly damped and flexibly mounted, or flexible itself, it may be excited into vibration when the vortex shedding frequency is close to a natural frequency of the system. In turn, the ensuing cylinder motion affects substantially the process of vortex formation and different shedding modes are attainable in the wake. The fundamentals of the vortex-induced vibration have been studied in innumerable studies for, perhaps, over 50 years but research on the subject is still very active. This reflects the highly non-linear dynamics of unsteady separated flows in bluff body wakes. Progress has been summarized, among others, in recent review papers [1–3].

The present study is concerned with vortex-induced vibrations of an elastically mounted, rigid circular cylinder allowed to oscillate transverse to a free stream. This is one of the simplest possible arrangements in terms of fluid mechanics. Another is when the cylinder is allowed to oscillate only along the free stream, which offers a more clear case-study to this author’s opinion. The two arrangements exhibit markedly different response characteristics, i.e. frequencies and amplitudes of vibration, but have a common thread in the basic excitation mechanism, that is vortex shedding.

It is well known that cylinder wakes exhibit three-dimensional flow structures above a Reynolds number of 189 approximately [4]. The Reynolds number encountered in most practical applications such as offshore risers in sea currents and civil structures in turbulent winds, is orders of magnitude above that value. However, the flow remains statistically homogeneous along the spanwise direction if the incident stream is always perpendicular to the cylinder axis. Hence, it is deemed appropriate to deal with a cross section of the cylinder. In the following, all related variables refer to per unit length of the cylinder.

Previous works on the subject have shown that the response of freely-vibrating cylinders depends primarily on three parameters: the reduced velocity, \( U_\infty / f_N D \) (here \( U_\infty \) is the free stream velocity, \( f_N \) the natural frequency of the mechanical oscillator, either in vacuum or in still fluid, and \( D \) the diameter of the cylinder), the ratio of mass of the cylinder to the mass of the displaced fluid, \( m^* \), and the fraction of critical damping, or damping ratio, \( \zeta \). There is some controversy between researchers whether \( \zeta \) should incorporate the effect of the surrounding fluid. This point
needs not further consideration here as attention is drawn to the limiting case of \( \zeta \to 0 \). However, attention to this limiting case might not be expected to diminish the generality of the present study as experimental results indicate that the basic response characteristics remain essentially the same for finite, but low, levels of damping.

In the vast majority of the previous investigations mechanical systems with very low structural damping were employed. This makes vibration possible over wide ranges of reduced velocities as the free stream velocity is varied, either increasing or decreasing, in a typical experiment. Traditionally, the peak response amplitude over the entire range of reduced velocities has been expressed as a function of a combined mass-damping parameter, known in variants such as the ‘stability parameter’, Scruton number, or the Skop–Griffin number, which are all proportional to each other. Empirical fits to experimental data suggest that the response approaches a limiting amplitude of 1.3, approximately, as \( m^* \) approaches zero which corresponds to \( \zeta \to 0 \) since the cylinder mass need be finite in all real circumstances. Sarpkaya [2] argues that there is no compelling reason to combine \( m^* \) with \( \zeta \) into a single parameter. He also notes the potential variations in the determination of the damping factor which arise from tests in still air rather than in vacuum. Yet, he also provides an empirical equation of the peak response amplitude as a function of \( M^*\zeta \) which, at the limit of zero damping, indicates a limiting amplitude of 1.12.

It is now recognized that, the peak amplitude depends strongly on Reynolds number and higher peak amplitudes might be anticipated at high subcritical (before the drag crisis) Reynolds numbers [7, 12]. Table 1 provides a short collection of peak response data selected from various conditions. Their common characteristic is that the response jumps abruptly from relatively low to much higher amplitude at some ‘critical’ reduced velocity. In this table, some of the figures were estimated while \( f_N \) is the natural frequency measured in still fluid (mostly water). The trends in the data indicate that the most influential (governing) parameter is the Reynolds number irrespectively of the mass and damping, combined or separately. This observation might suggest that the peak response amplitude is limited by purely fluid dynamic factors rather than the mass and/or damping parameters.

The objective of the present work to develop a criterion for the limiting response amplitude (not just the peak amplitude) based on purely fluid-dynamic considerations. Initially, it is shown that it is necessary to supplement the equation of motion with an additional condition in order to make the problem fully-determined. This analysis is based on the classical harmonic model which is described in the next section. Subsequently, Morison’s equation is introduced and a criterion for the limiting amplitude is derived. Finally, predictions using this criterion are compared against experimental data and conclusions are drawn.

### Table 1: Peak Response Data

<table>
<thead>
<tr>
<th>Ref.</th>
<th>( m^* )</th>
<th>( \zeta )</th>
<th>( A_{max}/D )</th>
<th>( U/f_N D )</th>
<th>( Re )</th>
</tr>
</thead>
<tbody>
<tr>
<td>[5]</td>
<td>78.3</td>
<td>0.0012</td>
<td>0.66</td>
<td>5.2</td>
<td>1000</td>
</tr>
<tr>
<td>[6]</td>
<td>1.19</td>
<td>0.005</td>
<td>1.01</td>
<td>6.2</td>
<td>3000</td>
</tr>
<tr>
<td>[7]</td>
<td>10.0</td>
<td>0</td>
<td>0.90</td>
<td>6.0</td>
<td>4000</td>
</tr>
<tr>
<td>[8]</td>
<td>0.82</td>
<td>0.0002</td>
<td>1.18</td>
<td>4.3</td>
<td>8000</td>
</tr>
<tr>
<td>[9]</td>
<td>6.39</td>
<td>0.002</td>
<td>1.16</td>
<td>6.2</td>
<td>30000</td>
</tr>
<tr>
<td>[10]</td>
<td>142</td>
<td>0.002</td>
<td>1.25</td>
<td>6.9</td>
<td>50000</td>
</tr>
</tbody>
</table>

HARMONIC MODEL

Consider an elastically mounted cylinder of rigid length which undergoes vortex-induced motion \( y(t) \) under fluid forcing \( F_y(t) \) both assumed to be, within reasonable approximation, harmonic functions of time \( t \):

\[
y(t) = A \sin(2\pi ft)
\]

\[
F_y(t) = \frac{1}{2} \rho U_c^2 DC_y \sin(2\pi ft + \phi)
\]

where \( A \) and \( f \) are the cylinder’s oscillation amplitude (maximum displacement) and frequency, respectively, \( \rho \) the fluid density, \( D \) the cylinder diameter, and \( U_c \) the free stream velocity. \( C_y \) is the magnitude of the total transverse force acting on the cylinder and \( \phi \) its phase with respect to the cylinder motion. Bearman notes that \( C_y \) “accounts for the component in the \( y \) direction of the total instantaneous fluid force acting on a cross section of the oscillating body and embodies elements that could be considered as fluid inertia and damping forces” [13].

The cylinder is part of a mechanical oscillator (mass–spring–dashpot system) of given mass, \( m \), stiffness, \( k \), and damping, \( c \). The equation of cylinder motion reads

\[
m\ddot{y} + cy + ky = F_y
\]
where the overdot (·) denotes differentiation with respect to time. A solution for the response amplitude under the above said assumptions may be obtained by substitution of the harmonic functions (1) and (2) into (3) and equating cosine terms on both sides, which yields

$$\frac{A}{D} = \frac{C_Y \sin \phi}{4\pi^2} \left( \frac{\rho \pi D^2}{4m} \right) \left( \frac{U_{\infty}}{f_N D} \right)^2 \left( \frac{f}{f_N} \right)^{-1}$$

(4)

In the above equation $f_N$ is the undamped natural frequency of the mechanical oscillator and $\zeta$ its damping ratio in vacuum as measured by free decay tests in still air. Clearly, the above result is problematic in the limit of zero damping as it accepts $C_Y \sin \phi = 0$ as the only possibility. Hence, the component of the total force in phase with the velocity of the cylinder, or excitation force, is zero. This is oxymoron since there must be some fluid excitation for finite vibrations to realize. Furthermore, this condition appears to be very strict physically as it must be satisfied over the entire range of response, which generally involves different modes of vortex shedding and possible jumps between them. Figure 1 shows the response amplitude from an experiment with very low damping together with the contour of zero fluid excitation determined from a series of free vibration tests with the same facility [9, 14]. The abscissa is the true reduced velocity. It may be seen that the two lines do not precisely overlap in the amplitude–frequency parameter space as required by Eq. (4). This might be partly attributed to averaging of the data in producing the contours of $C_Y \sin \phi$ but it is not clear if that can fully compensate the differences. For the moment, this point does not need more concern as Eq. (4) may be discarded altogether.

Another result for the response amplitude may be obtained by equating the sine terms on both sides of the equation of motion (3) after substitution of (1) and (2), which yields

$$\frac{A}{D} = \frac{C_Y \cos \phi}{2\pi^2} \left( \frac{\rho \pi D^2}{4m} \right) \left( \frac{U_{\infty}}{f_N D} \right) \left[ 1 - \left( \frac{f}{f_N} \right)^2 \right]^{-1}$$

(5)

The last equation is typically solved for the response frequency but, unequivocally, it may be solved for the amplitude as above. In fact, for the case of zero damping, this single equation need be solved for both amplitude and frequency! But there are two unknown response variables and only one equation. This brings up the question: how does the fluid-mechanical oscillator select its response in the $A : f$ parameter space? This implies that an additional condition need be satisfied if a unique solution to this problem exists. To make things even more complicated, there is evidence that the fluid-oscillator (wake flow) is admissible to different dynamical states, or marginally different stable states, corresponding to a single point in the $A : f$ space [15].

**REACTION FORCE AND MORISON’S EQUATION**

The total force acting on an oscillating structure may be split into excitation, $F_L$, and reaction, $-F_R$, components as suggested by Griffin and Koopmann [16]. In their original study, each component was written in terms of a magnitude coefficient and a phase-angle as in (2). It was later shown in a review article by Griffin that the two components are orthogonal [17]. Hence, inserting the two components in the equation of motion (3) is equivalent to the classical harmonic model discussed in the previous section. However, their decomposition has a fundamental bearing. The reaction force comprises the fluid inertia, or added mass, and fluid damping; these are the same whether the cylinder undergoes self-excited vibrations or it is forced to oscillate. In fact, the components of the reaction force are no different than those represented in the well-known Morison’s equation,

$$F_R = \frac{1}{2} \rho \pi D^2 C_A U + \frac{1}{2} \rho D C_D U^2$$

(6)

where $C_A$ and $C_D$ are the added mass (inertia) and drag (damping) coefficients, respectively. The equation
was originally developed to understand wave loading on offshore structures [18]. Note that the equation above does not include the Froude-Krylov force induced by pressure gradients in unsteady flows. The drag and inertia coefficients are assumed constant over a cycle of oscillation but empirical data show that these depend on the flow parameters, e.g. the nondimensional amplitude and frequency as well as the Reynolds number. Despite its empirical use, Morison’s equation is based on theoretical considerations. The inertia term can be predicted from potential flow theory, which yields $C_A = 1.0$ for a circular cylinder. The damping term accounts for the effects of viscosity and $C_D$ may be assumed the same as for steady flow (quasi-steady approach), possibly taking into account the Reynolds number. Although these assumptions may appear oversimplifying, there is evidence to suggest that hold approximately true. For instance, it was recently shown that the above simplified-model predictions do not fall astray from the actual total in-line force for cylinders immersed in a perturbed fluid stream [19]. Further results from numerical simulations at low Reynolds numbers over a wide range of parameters for the same configuration, show that the simple model performs correspondingly with Morison’s equation with coefficients which were determined by least-squares fits to the data [20]. The latter configuration is analogous to a cylinder oscillating in-line with the free stream. In the present study, it is hypothesized that Morison’s equation is applicable to transverse oscillations of the cylinder in a free stream by introducing the relative velocity between the fluid and the moving cylinder.

**CRITERION FOR LIMITING AMPLITUDE**

Consider an elastically-mounted circular cylinder that is excited into transverse vibration by vortices shed in its wake. As the cylinder oscillates transverse to the free stream, an unsteady relative velocity $U(t) = U_\infty (\hat{\mathbf{i}} - \hat{\mathbf{y}}(t))\hat{\mathbf{j}}$ is induced where $\hat{\mathbf{i}}$ and $\hat{\mathbf{j}}$ are the unit vectors in a Cartesian frame of reference, $U_\infty$ the free stream velocity, and $\hat{\mathbf{y}}(t)$ the time-dependent velocity of the cylinder. Assuming that the motion is sinusoidal $\hat{\mathbf{y}} = A \sin(2\pi ft)$, the relative velocity magnitude is

$$U(t) = U_\infty \sqrt{1 + \alpha^2 \cos^2(2\pi ft)}$$

(7)

where the alpha parameter $\alpha = 2\pi f A / U_\infty$ is the ratio of maximum velocity of the cylinder to the free stream velocity. Figure 2 shows that, for a typical value of $\alpha = 1.0$ encountered in vortex-induced vibrations, the waveform of the relative velocity from Eq. 7 (denoted by a solid line), can be approximated by a simple sinusoidal oscillation (dashed line) of the following form

$$U(t) \approx U_0 + \Delta U \cos(4\pi ft).$$

(8)

An immediate observation is that the frequency of the unsteady relative velocity is twice that of the cylinder’s oscillation. For $\alpha = 1.0$, the root-mean-square (rms) deviation between the actual and approximate velocities is 4.3% of the rms value of the actual unsteady velocity itself whereas the percentage increases to 9.7% for an extremely high value of $\alpha = 2.0$. Equation 8 will be employed here forth as the relative velocity because it is much easier to cope with mathematically, rather than the punctual instantaneous velocity in (7). Note that both $U_0$ and $\Delta U$ are complex functions of free stream velocity, $U_\infty$, and alpha parameter, $\alpha$.

The tactic here is to introduce the relative velocity into Morison’s equation. Expansion of the squared velocity term and rejecting the second-order term in the perturbation velocity leads to $U^2 \approx U_0^2 + 2U_0 \Delta U \cos(4\pi ft)$, while differentiation yields $\dot{U} = -4\pi f \Delta U \sin(4\pi ft)$. Substitution into Morison’s equation yields

$$F_R = \frac{1}{2} \rho D C_D U_0^2 + \rho D C_D U_0 \Delta U \cos(4\pi ft)$$

$$- \rho \pi^2 D^2 f \Delta U C_A \sin(4\pi ft).$$

(9)

The first term in the reaction force is a steady drag component as if the cylinder is stationary. Its action is expended in the mechanical supports since the streamwise position of the cylinder is fixed. If the cylinder is stationary then there is only a steady drag term. When the cylinder actually vibrates in a steady or quasi-steady periodic state, $F_R$ has additionally two unsteady components, in and out
of phase with the velocity of the oscillating cylinder. It is proposed here that the amplitude of the vibrations is limited by purely fluid-dynamical factors in the range where the fluid inertia dominates over the fluid damping, otherwise vibrations would decay. Mathematically, this means that the ratio of the multiplier in front of the cosine to that of the sine in Eq. 9 must be equal or greater than unity, i.e.

$$\pi^2 \left( \frac{fD}{\mu_1(\alpha)U_\infty} \right) \frac{C_A}{C_D} \geq 1.0 \quad (10)$$

where $\mu_1(\alpha)$ is the ratio of the mean relative velocity to the free stream velocity, $U_0/U_\infty$. Using the analytic form of the function $\mu_1(\alpha)$ leads to the following result

$$\frac{A}{D} \bigg|_{\zeta = 0} \leq \frac{1}{2\pi} \left( \frac{U}{fD} \right) \left\{ \left[ 2\pi^2 \left( \frac{fD}{U} \right) \frac{C_A}{C_D} - 1 \right]^2 - 1 \right\}^{1/2} \quad (11)$$

The last equation is a criterion for the limiting amplitude in vortex-induced vibration transverse only to the free stream. It should be emphasized that it is not a solution to the equation of motion. Strictly speaking, it holds for the limiting case of zero damping. However, it might be expected that its validity might be extended since experimental observations indicate that the response is similar for finite, but low, levels of the damping ratio [7]. A major consequence of Eq. 11 is that the limiting amplitude depends primarily on the drag coefficient and its variation as a function of two nondimensional parameters, $U_\infty/fD$ and $A/D$.

RESULTS AND DISCUSSION

An equation for the limiting amplitude was derived in the previous section based solely on theoretical considerations. Although the derivation was based on the assumption of zero fluid excitation, or zero structural damping, it is deemed that it might be applicable in configurations involving very low levels of damping as in most experiments of free vibration. Its merits will be assessed by comparison of its predictions against experimental data. A complete comparison requires knowledge of $C_A$ and $C_D$ for known pairs $U_\infty/fD: A/D$ that are realized in free vibration experiments at fixed $m^*$ and $\zeta$. Direct measurement of the added mass and drag coefficients is virtually impossible. As already discussed, there are strong indications that a universal value of the added mass coefficient in the relative frame of reference is that predicted from potential flow theory, i.e. $C_A = 1.0$ [19]. A complete set of the required data is seldom reported in a single source but one [9]. Most of the experimental studies only report on the response amplitude and frequency in terms of $A/D$ and $f/f_N$ as functions of the reduced velocity, $U_\infty/f_N D$. Apparently, it is necessary to transform such data into an appropriate form so as to make useful comparisons.

Figure 3 shows a comparison of predictions using the equality in Eq. 11 for different constant values of $C_D$ against two sets of experimental data from well-known laboratories at Cornell and Imperial [6, 8]. It is important to note that the data points were carefully reproduced using digitization techniques from different figures presented in their publications. Hence, it was necessary to interpolate the data in order to combine data for the response amplitude and frequency. As a consequence, the data shown are not exactly at the original measurement points. For both sets of data, $m^* \sim 1$ (see Table 1 for the pertinent parameters). Three lines are shown for three different values of the drag coefficient which capture the data trends in different parts of the response curve in Fig. 3. The inequality in Eq. 11 suggests that amplitudes above the lines are not possible given the value of the drag coefficient. $C_D = 1.1$ corresponds to a fixed cylinder in the range of Reynolds numbers of the experiments. The corresponding line in the plot delineates markedly well the response curve in the so-called ‘desynchronization’ range. The line for $C_D = 1.8$ follows the jump between low and high amplitudes (jump between ‘initial’ and ‘upper’ branches in the terminology of Ref. [3]). This suggests that the drag force varies in a continuous
fashion across the jump, a finding which is consistent with physical intuition. An isoline for $C_D = 1.4$ passes through the data points near the maximum response amplitude. This isoline represents well the actual data trend for one set of data [8] but not the other [6]. This difference will be accounted for further below.

The value of the drag coefficient at peak response in the preceding analysis, $C_D \approx 1.4$, is much lower than expected; for instance, a value of around 3.8 was measured at peak response for $m^* = 3.3$ and $\zeta = 0.0026$ in a previous study at Cornell [21]. However, it should be emphasized that, $C_D$ as employed in the derivation of Eq. 11, is not equal to the time-averaged value of the total force in-line with the free stream, which is what one actually measures in the laboratory. Instead, $C_D$ refers to the true drag coefficient experienced by the oscillating cylinder in relative motion to the free stream. Hence, it is necessary to correct for this effect. As a first approximation, the true mean velocity of the relative flow may be employed. In this case, it can be shown that the measured drag increases by a factor of $\mu^2$. However, it is deemed more appropriate to correct the result by considering that the rate of energy dissipation in the flow must be the same in relative flow as the one associated with the total force, which equals $\frac{1}{2} \rho D C_D U^3$. In this case, it can be shown that the correction factor becomes $\mu^2$. Applying the latter correction factor to the data from the group at Cornell [6], the estimated value for the total in-line force at peak response is 3.7. This value is unexpectedly close to the one measured directly in the laboratory [21].

It was recently shown that the response for reduced velocities past the peak amplitude is markedly higher in the absence of an end-plate than when an end-plate is employed to promote parallel vortex shedding [22]. Indeed, the different free-end conditions is possibly the reason for the differences in the two sets of data shown in Fig. 3. The criterion put forward in this study can account for these differences; it is well known that parallel vortex shedding is associated with a higher drag, which according to Eq. 11, effectively dampens the vibrations. This can be readily seen in Fig. 3 for reduced velocities between 5.5 and 6.5.

Blevins [14] provides a database of the forces on an elastically-mounted circular cylinder from free vibration tests in tabulated format. The database comprises the components of the transverse force in-phase with velocity and acceleration and the time-averaged total in-line force as functions of parameter pairs $(U_\infty / fD)St : A/D$ where $St$ is the Strouhal number for a fixed cylinder. With this information in hand, one may look for solutions to the following nonlinear equation (Eq. 10)

\[
C_D \left\{ \left( \frac{U_\infty}{fD} \right) St, \frac{A}{D} \right\} \leq \frac{\pi^2}{\mu_1(\alpha)} \left( \frac{fD}{U_\infty} \right) C_A
\]

where the curly brackets on the left-hand-side indicate a functional relationship. Vibration is possible only in those regions in the amplitude–frequency parameter space in which the above condition is satisfied, i.e. in the inertia-dominated regime.

Figure 4 shows worked-out solutions of Eq. 12 juxtaposed with the actual response of an elastically-mounted cylinder with low damping ($\zeta = 2 \times 10^{-3}$) [9]. There is a region (gray-shaded) in the non-dimensional parameter space where vibration is not possible according to the criterion proposed here. Outside this region, vibration is theoretically possible anywhere as long as there is some kind of interaction (broadly put, synchronization) between fluid excitation from shed vortices and induced motion of the cylinder. Clearly, this is possible only in a limited region in the parameter space as numerous forced oscillation studies have demonstrated. Attention is now directed to the actual response in Fig. 4. It is seen that, as the true reduced velocity increases the vortex-induced forces ‘drive’ or ‘regulate’ the motion of the cylinder in the initial response around $U_\infty / fD \approx 5.0$. Subsequently, a critical reduced velocity is succeeded in which a jump occurs in the response amplitude. From this point onward, the actual response rests on the margin (or remarkably close to it) between drag and inertia dominated regimes. This can be interpreted as vortex shedding providing the

![Figure 4: Comparison between limiting amplitude criterion and actual response of freely vibrating cylinders [9].](image-url)
prerequisite fluid excitation but does not regulate the motion. The differentiation between ‘regulation’ and ‘excitation’ capability of the wake vortices was first-noted by Sarpkaya [2] but there has been no theoretical attack to this issue so far, to this author’s knowledge. The level of agreement between the ‘theoretical’ predictions and the actual response is very encouraging.

CONCLUSION

A criterion for the limiting amplitude of vibration of an elastically mounted circular cylinder placed normal to a fluid stream and excited by periodic separation of vortices in its wake, has been proposed. The criterion has been derived based on purely fluid dynamic considerations; it’s premise is that vibrations are limited to the regions in the nondimensional amplitude–frequency parameter space where there is a balance between the fluid inertia and fluid damping, which comprise the reaction force exerted on the moving cylinder. In other words, a freely vibrating cylinder needs to overcome its own induced drag (fluid damping) as it moves relative to the free stream provided that shedding of vortices can provide the necessary fluid excitation. This approach also provides a rational explanation as to why the cylinder is more prone to vibrations transverse to free stream rather than in-line. Verification of this hypothesis is not straightforward due to the lack of detailed empirical data for the drag coefficient (actually lack of reporting the values in detail) and some complications that arise as to which is the appropriate value to use. Those selected results presented, indicate that self-excited vibration of an elastically mounted circular cylinder occurs at amplitudes surrounding those predicted by the proposed criterion except for the initial response at low true reduced velocities and amplitudes. This provides support for the hypothesis put forward.
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ABSTRACT
Time-resolved Particle-Image Velocimetry measurements were performed of the flow past a cylinder experiencing Vortex-Induced Vibrations in the streamwise direction for a range of reduced velocities. These were used to estimate the dominant wake modes, cylinder displacement signals, and the drag and lift forces. The response regime consisted of two branches, separated by a low amplitude region at resonance between the cylinder motion and natural vortex shedding frequency. The vortices were found to be shed symmetrically before resonance, while the vortex shedding was alternate during the low amplitude region and the second branch.

Symmetric shedding was found to be associated with a large amplitude, narrow-band drag force, and a weak, irregular lift signal, while the inverse was observed for alternate vortex shedding. At resonance, the drag signal was dominated by low frequency fluctuations, and did not have a significant component occurring at the response frequency, which is thought to be the cause of the low amplitude response observed in this region.

NOMENCLATURE

- $U_0$ Freestream velocity
- $D$ Cylinder diameter
- $\nu$ Kinematic viscosity of the fluid
- $\rho$ Density of the fluid
- $f_n$ Cylinder natural frequency (measured in still water)
- $f_s$ Cylinder response frequency (in flowing water)
- $f_{St}$ Predicted frequency of vortex shedding frequency of fixed cylinder
- $f^*$ Frequency ratio
- $St = f_{St}/U_0$ Strouhal number
- $U_r = U_0/f_nD$ Conventional reduced velocity
- $U_r/St/f^*$ ‘True’ reduced velocity

$Re = U_0D/\nu$ Reynolds number
$C_d$ Sectional drag force
$C_l$ Sectional lift force
$\vec{u}$ Velocity vector
$\vec{n}$ Normal unit vector
$\vec{C}_f$ Sectional force coefficient vector

INTRODUCTION

Vortex-Induced Vibrations (VIV) is a highly complex problem, which can lead to significant damage in industrial applications such as heat exchangers, offshore structures and tall buildings. Despite the extensive range of research that has been performed in this area, relatively little is known about VIV occurring in the streamwise, or flow, direction, which is known to play a crucial role in the overall response of multi-degree-of-freedom structures [1].

The response of a cylinder undergoing free streamwise VIV can be expressed as a function of the ‘true’ reduced velocity, $U_r/St/f^*$, hereafter referred to simply as the reduced velocity, which accounts for variations in the cylinder response frequency due to added mass effects. The amplitude response of a cylinder in the streamwise direction is characterised by two response branches, separated by a low amplitude region at $U_r/St/f^* = 0.5$ [2, 3]. This region corresponds to the predicted point at which the unsteady fluid forces caused by the vortex shedding coincides with the response frequency, which for transverse VIV and classical resonance corresponds to increased levels of vibration. Nishihara et al. [4] forced a cylinder to oscillate in the streamwise direction with an amplitude of $A/D = 0.05$ for a range of reduced velocities, and measured the forces acting on the cylinder. They concluded that the low amplitude region was caused by a change in phase between the cylinder motion and the drag force, such that the drag acted as a damping force, which
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would act to suppress vibrations in this region.

In the same study, the vortices were found to be in an alternate pattern similar to that observed in the wake of a stationary body (referred to as the A-II mode) for $U_rSt/f^* \geq 0.5$, while for $U_rSt/f^* \lesssim 0.4$ the vortices were shed simultaneously from either side of the cylinder (known as the S-I mode). The symmetry of this mode is known to be unstable, and the wake tends to rearrange into an alternate structure downstream, similar to that of the A-II mode [5, 6].

A special case of the A-II mode has been observed when the vortex shedding is synchronised to the streamwise motion of the cylinder, in which the vortices are shed alternately, but are formed in the very near wake and are convected downstream along the wake centreline [2, 7]. To aid discussion, this case is referred to as the SA mode. The A-IV mode has also been observed in the wake of a cylinder experiencing forced vibrations [6], but has not previously been noted in the free response case, in which two pairs of counter-rotating vortices are shed per cycle. The wake modes discussed here are sketched in Fig. 1.

It is not clear what effect these different modes will have on the fluid forces acting upon the cylinder. In particular, how will the forcing in the drag and lift directions differ for cases of symmetric and alternate shedding? Similarly, what will be the effect of the breakdown of the S-I mode into asymmetry downstream? What is the cause of the low response region at $U_rSt/f^* \approx 0.5$?

This paper seeks to address these questions, by providing simultaneous measurements of the cylinder displacement and wake dynamics using time-resolved Particle-Image Velocimetry. The fluid forces are estimated directly from the velocity fields, and are related to the dominant shedding mode throughout the response regime.

### EXPERIMENTAL DETAILS

The experiments were performed in a closed loop water tunnel, which had a 72mm × 72mm test-section, previously described in [8]. The cylinder was 7.1mm in diameter, 71mm in length, had a specific density (mass ratio) of 1.17, and was supported within the flow using fishing wires such that it was free to move only in the streamwise direction. A series of tap tests indicated that the damping coefficient was 0.0198, and the natural frequency (in still water) was 23.70Hz. As the cylinder mass ratio was low, the effects of the added mass were large, and at high reduced velocities the response frequency, $f_r$, was found to be considerably larger than the still water natural frequency (by up to 30%). To account for this, all frequencies are normalised with respect to $f_r$. The Strouhal number was 0.2 and the Reynolds number varied from 1000 - 5000.

Time-resolved Particle-Image Velocimetry (PIV) measurements were acquired for a range of reduced velocities spanning the streamwise response regime. The measurements were performed using a pulsed Nd:Yag laser and a high-speed CMOS camera, which were controlled using Dynamic Studio (Dantec). For each reduced velocity examined, 1000 image-pairs were acquired at 200Hz, spanning approximately 120 cylinder oscillations. A three-pass cross-correlation scheme was used to estimate the velocity fields, which had a final vector spacing of 12 pixels, which corresponded to approximately 18 vectors per cylinder diameter. The cylinder motion was tracked directly from the PIV images using a template-matching algorithm. The mean cylinder position was used to define the origin of the coordinate system, in which $x$ and $y$ are measured in the streamwise and transverse directions respectively. The experimental set-up and procedures are described in more detail elsewhere [9].

### FORCE ESTIMATION

Given the means by which the cylinder was supported and the magnitude of the unsteady drag forces the cylinder was likely to experience in this study (of the order of
Forces acting on the cylinder were estimated from the PIV fields using the relations proposed by Noca et al. [10]. Using algebraic manipulations to remove the pressure term from the integral form of the momentum equation, the forces acting on any body within a volume \( V \) can be expressed as:

\[
\bar{C}_f = -\frac{1}{\rho U_0^2} \frac{d}{dr} \int_V \vec{u} dV + \frac{1}{\rho U_0^2} \int_S \vec{n} \cdot \gamma_{mom} dS
\]  

(1)

where \( S \) is the surface surrounding the control volume \( V \), and \( \gamma_{mom} \) is a matrix dependent on the local flow velocity, acceleration, vorticity, and position, as well as some viscous terms. Due to the Reynolds number range in this study, the viscous terms were not found to have a noticeable effect on the force estimates, and were neglected.

The flow is assumed to be two-dimensional, and all out-of-plane terms (which could not be measured in this study) are assumed to be zero. The terms in Eqn. 1 then become area and line integrals. As the flow is in fact three-dimensional at this Reynolds number, it is not guaranteed that the two-dimensional equations will be fully closed. As a result, at certain reduced velocities, the choice of integration boundary affected the resulting force signals. To counteract this effect, the force signals were computed for a number of integration boundaries surrounding the cylinder and averaged. The final estimates of the forces were computed from over 50 such signals. It was found that averaging over 30 signals was sufficient for the peak frequency, phase and amplitude of the final estimate of the force to converge.

A fixed reference frame was employed, and the integration boundary did not move depending on the cylinder motion. Thus, the force estimates are of the fluid forces only, and do not include any terms due to the motion of the cylinder.

RESULTS

Amplitude Response

The cylinder amplitude response is shown in Fig. 2a (blue circles) as a function of reduced velocity. The displacement signals were band-pass filtered with cut-off frequencies of \( f_{St}/3 \) and \( 1.5f_x \), and the mean peak height was used to define the amplitude. Two response branches are clearly visible, as well as the low amplitude region at \( U_rSt/f^* \approx 0.5 \), as has previously been observed [2, 3].

Figure 2b shows the variation of the dominant frequency of the estimated lift force (red triangles) and the transverse velocity measured at \((x/D, y/D) = (3, 0.5)\), with reduced velocity. The frequency of the lift force appears to match that of the downstream fluctuations reasonably closely throughout the response regime. Both signals tend to follow the Strouhal relation, but become locked in to the cylinder motion for \( U_rSt/f^* = 0.39 - 0.6 \).

The amplitude is also shown in Fig. 3, this time as a function of the conventional reduced velocity in order to facilitate comparison with the results of Jauvtis and Williamson, for the case of a cylinder free to move in both the streamwise and transverse directions (red circles). The damping coefficient of the cylinder used by Jauvtis and Williamson was an order of magnitude smaller than that used in the present study, and thus their peak amplitude response is larger. Aside from this, the response of both systems are quite similar, suggesting that the results presented in this paper are applicable to the general, multi-degree-of-freedom response in this reduced velocity range, not just streamwise-only VIV.
The shaded regions in Fig. 2 denote the dominant shedding mode at each reduced velocity, as listed in Table 1. Phase-averaged vorticity fields representing each of the four observed modes, as well as the breakdown of the S-I mode, are shown in Fig. 4a-e for the five reduced velocities indicated by the closed symbols in Fig. 2. The transverse velocity signal extracted from the PIV was used as a reference signal in the phase-averaging process. For $U_*St/f^* < 0.42$, when the wake exhibited the S-I mode and the shedding was synchronised to the cylinder motion, the reference signal was measured at $(x/D,y/D) = (2,0.5)$, while for reduced velocities above this, when the shedding no longer occurred at the response frequency, the reference signal was measured at $(x/D,y/D) = (3,0.5)$. This choice of reference signal ensured that the phase-averaged fields accurately captured the shedding mode which was apparent throughout the instantaneous fields. Each phase shown corresponds to the cylinder in its most downstream position.

The symmetric arrangement of vortices which characterises the S-I mode is clear in Fig. 4a ($U_*St/f^* = 0.35$). Two simultaneously shed vortices are visible in the near wake, and the general symmetry of the wake is maintained until $x/D \approx 3$, after which the vorticity field becomes unclear. The symmetric shedding is also visible in the near wake of the phase-averaged field for $U_*St/f^* = 0.4$ (Fig. 4b). However, at this reduced velocity the vortices are found to decay downstream into an alternate structure. The point at which the breakdown occurred was found to be variable, as was also noted by Konstantinidis and Balabani [5] who observed this mode in the wake of a fixed cylinder in sinusoidally perturbed flow. The symmetrical wake structure was found to be most stable at $U_*St/f^* = 0.35$, and tended to decay into asymmetry closer to the cylinder as the reduced velocity was increased above and below this point.

This rearrangement increases the wavelength of the wake, and causes the frequency of velocity fluctuations to decrease accordingly. Although the vortices are formed at the response frequency for $U_*St/f^* < 0.42$, the breakdown of symmetry in the wake causes the fluctuations occurring downstream to occur at a different frequency. For $U_*St/f^* < 0.39$ the wake reverts to the natural, or Strouhal, frequency, while for $U_*St/f^* = 0.39 – 0.42$, the wake continues to decay into an alternate structure, but one which is synchronised to half the response frequency. This causes the wake in this region to have a slightly shorter wavelength than would occur in the wake of a stationary cylinder.

At the onset of the low amplitude region, $U_*St/f^* = 0.47$, the vortex shedding is alternate (Fig 4c), and the wake resembles that seen behind a stationary cylinder. The shear layers extend relatively far into the wake, before rolling up to form vortices at approximately $x/D = 1.5$. At a slightly higher reduced velocity, $U_*St/f^* = 0.52$, the SA modes dominates (Fig. 4d); the vortex shedding remains alternate, but the vortices are now formed very close to the cylinder and are convected downstream along the wake centreline. The onset of this wake mode coincides with a partial recovery of the levels of cylinder vibration observed during the first response branch.

The shedding mode is also alternate at $U_*St/f^* = \ldots$
FIGURE 4: PHASE AVERAGED VORTICITY FIELDS SHOWING THE S-I MODE (A); THE S-I MODE WITH BREAKDOWN OCCURRING IN THE NEAR WAKE (B); A-II MODE OCCURRING IN THE LOW AMPLITUDE REGION (C); THE SA MODE (D); AND THE A-IV MODE (E). ALL FIELDS CORRESPOND TO THE CYLINDER IN ITS MOST DOWNSTREAM POSITION. CONTOUR LEVELS ARE $\omega_z D/U_0 = \pm 0.75, \pm 1.5, \ldots$

0.57 (Fig 4e), but four vortices are now shed per cycle, forming the A-IV mode. A vortex pair is visible in the top right of the field, convecting away from the cylinder. It appears that the increased number of vortices shed per cycle causes a reduction in the magnitude of vorticity within each vortex; the positive and negative vortices at $x/D = 2.5$ and 3.5 appear to be considerably weaker than those observed in the same region for the A-II and SA modes.

**Fluid Forces**

The variation in the amplitude of the unsteady lift and drag coefficients with reduced velocity is shown in Fig. 5. The force signals were filtered and the amplitudes estimated in the same manner as the displacement signals (i.e. with cut-off frequencies of $f_{St}/3$ and $1.5f_*$).

The unsteady drag is large for $U_{rSt}/f^* \lesssim 0.4$ while the S-I mode dominates. The increased tendency of the wake to rearrange into an alternate structure as the reduced velocity nears 0.5 does not appear to reduce the levels of the drag force in this region, with a local maximum occurring at $U_{rSt}/f^* = 0.38$. As the wake switches to an alternate shedding pattern, there is a dramatic reduction in the drag force, reaching a local minimum in the low cylinder response region at $U_{rSt}/f^* = 0.47$. This is recovered somewhat at the onset of the SA mode, and there is a further increase during the region of A-IV shedding. Beyond the second response branch, the unsteady drag coefficient remains constant at approximately 0.23. This is notably smaller than the value seen before the onset of the first branch, and it would appear that for a body free to move only in the streamwise direction, there is a marked difference between the cases of a cylinder before and after resonance. This is likely to be associated with the tendency for the symmetric shedding mode to dominate at reduced velocities before resonance, $U_{rSt}/f^* < 0.5$, as it would appear that the S-I mode is associated with comparatively large amplitude fluctuating drag, while the alternate shedding modes coincide with low levels of forcing in this direction.

The lift coefficient amplitude is roughly constant for $U_{rSt}/f^* < 0.4$, but increases as the reduced velocity nears 0.5, as the wake has an increasing tendency to breakdown into asymmetry. It is notable that a local minimum occurs at $U_{rSt}/f^* = 0.35$ where the S-I mode is found to be most stable. Despite the alternate shedding which occurs at $U_{rSt}/f^* = 0.47$, the unsteady lift force reaches another local minimum. The sudden decrease in both the drag and lift forces at this reduced velocity are likely to be caused by formation of vortices quite far from the cylinder base, as can be seen in the vorticity fields in Fig 4; as the vortices form farther downstream, they will have a reduced effect on the pressure and velocity fields in the near wake, and as a result the cylinder will experience lower levels of vortex-induced forcing.

There is a sudden increase in the lift coefficient at the onset of the SA mode, $U_{rSt}/f^* = 0.52$, where the forces
in this direction reach a maximum. Examination of the phase averaged vorticity field in this region (Fig. 4d) indicates that there is also a sudden decrease in the vortex formation length. The vortices are now formed very close to the cylinder, as was observed for \( U_r/St/\omega < 0.4 \). However, the vortex shedding is now alternate, not symmetric, and the primary component of the fluid forcing now acts in the transverse rather than streamwise direction. The A-IV mode coincides with a reduction in the amplitude of the lift force, which reaches a peak at \( U_r/St/\omega = 0.57 \), although these levels remain above those observed while the A-II mode occurs.

In general, the levels of transverse forcing are relatively low during the symmetric shedding region, but increase as the alternate shedding modes become dominant. This distinction is discussed further in the following section with regards to the frequency spectra of the force signals associated with each mode.

**Frequency Spectra**

The frequency spectra of the fluid forces for the five reduced velocities discussed in the previous section, are shown in Fig. 6. The spectra were estimated using Welch’s method and had a resolution of 0.78Hz, or approximately 0.03\( f_x \).

At \( U_r/St/\omega = 0.35 \), the vortices are shed at the response frequency, but rearrange downstream, and the fluctuations downstream occur at the Strouhal frequency. In spite of the bi-modal nature of the wake, the spectrum of the drag signal at this reduced velocity (Fig. 6a) contains only one peak, at \( f_x \). It appears the loss of symmetry downstream has little impact on the drag forces experienced by the cylinder. In contrast, it is this breakdown which, by introducing asymmetry into the wake, is the origin of the forcing in the transverse direction. The lift spectrum (Fig. 6b) has peaks at \( f_{St} \) and \( f_x \), as well as smaller secondary peaks at \( f_{St}/2 \) and \( 2f_{St} \). The position at which the breakdown of symmetry occurs in the wake varies with time, which is likely to be the cause of the wide distribution of energy in this signal.

At \( U_r/St/\omega = 0.4 \), the wake tends to lose its symmetrical structure closer to the cylinder, this appears to have little effect on the spectrum of the drag force (Fig. 6c), but causes the lift spectrum to become slightly more ordered (Fig. 6d), with large twin peaks occurring at \( f_{St} \) and \( f_x \), and less low frequency fluctuations.

The spectrum of the drag coefficient in the low amplitude region, \( U_r/St/\omega = 0.47 \) is no longer well-ordered (Fig 6c) compared to those calculated for the first branch. The signal is dominated by low frequency fluctuations and shows no significant component occurring at the response frequency. As only the component of the force acting at the frequency of the structural motion is capable of providing a net energy transfer, this implies that the wake is incapable of imparting any excitation to the cylinder in this reduced velocity region, and explains the negligible levels of vibration observed here.

In contrast, the lift spectrum at this reduced velocity (Fig 6f) is more ordered than that seen previously, with only one large peak occurring at \( f_x/2 \approx f_{St} \).

The onset of the SA mode causes the drag signal to have a significant component at the response frequency, although several subharmonic peaks are also present (Fig. 6g). The alternate shedding causes the lift force signal to become increasingly narrow-band, with no secondary peaks (Fig. 6h). The spectrum of the drag signal becomes slightly more ordered at \( U_r/St/\omega = 0.57 \) (Fig. 6i), as the A-IV mode dominates, with the maximum component of the signal occurring at \( f_x \) once more. The lift spectrum (Fig. 6j) is again well-ordered, with only one peak at \( f_x/2 \).

In general, when the dominant shedding mode is symmetric (\( U_r/St/\omega \lesssim 0.5 \)), the drag signal tends to be narrow-band and have a large amplitude, while the lift signal is relatively weak and disorganised, tending to be dominated by low frequency fluctuations and harmonic peaks. However, when the shedding is alternate, the opposite is true; the lift spectra are well ordered while the drag signals have an increased irregularity. As the majority of the response regime of a cylinder free to move in both the streamwise and transverse directions is characterised by alternate shedding [7], it is not surprising that...
FIGURE 6: SPECTRA OF UNSTEADY DRAG (LEFT COLUMN, SHOWN IN BLUE) AND LIFT (RIGHT COLUMN, SHOWN IN RED) FOR $U_r St/f^* = 0.35$ (A, B), 0.4 (C, D), 0.47 (E, F), 0.52 (G, H) AND 0.57 (I, J). THE GREY LINE IN THE LIFT SPECTRA DENOTES THE STROUHAL FREQUENCY.

only a relatively small component of the overall cylinder response occurs in the streamwise direction [1].

However, the effects of streamwise oscillations of a cylinder are similar to those of sinusoidal pulsations in the freestream velocity, as may occur due to wave loading in offshore structures; these findings indicate that when the frequency of the wave loading exceeds twice the Strouhal frequency (which is equivalent to $U_r St/f^* < 0.5$), the wake will tend to be asymmetrical and will provide low levels of transverse forcing or excitation. In contrast, when the loading occurs at a frequency below this (i.e. $U_r St/f^* > 0.5$) the wake forcing will occur primarily in the lift direction.

Similarly, a cylinder free to move in both the streamwise and transverse direction will experience significant excitation only in the drag direction below resonance ($U_r St/f^* < 0.5$) and negligible motion normal to the flow. As the lift force occurs at a frequency half that of the drag, this is likely to cause the cylinder to exhibit streamwise-only motion during the first branch, and to follow a figure-of-eight orbit during the second branch, as was observed by Jauvtis and Williamson [7].

CONCLUSIONS

The response amplitude and dominant shedding mode of a cylinder experiencing streamwise-only VIV were measured using time-resolved PIV. These measurements were used to estimate the unsteady lift and drag forces acting on the cylinder. The response regime contained two branches, and a low amplitude region at $U_r St/f^* = 0.5$. For reduced velocities below this region, the vortices were shed symmetrically, while at higher reduced velocities the vortex shedding was alternate, and the A-II, SA and A-IV wake modes were all observed.

The symmetric shedding modes tended to coincide with a large amplitude drag, but a weak and irregular lift force. In contrast, when the shedding was alternate, the lift force tended to be narrow-band, while the drag became irregular. At $U_r St/f^* \approx 0.5$, the drag signal was dominated by low frequency fluctuations, and the component occurring at the response frequency was negligible, which is thought to be the cause of the reduced levels of vibration which occurred in this region.

REFERENCES


ABSTRACT
Numerical computations of steady plus low-amplitude oscillatory flow about a circular cylinder are reported at a fixed Reynolds number of 150 based on the steady component. The conventional Keleugan–Carpenter number based on the oscillatory component was held at a constant value of $\pi/5$. The main parameter varied was the excitation frequency so as to study a wide spectrum of flows where inertial forces dominate at one end, and viscous drag forces at the other. The total force on the cylinder in-line with the flow direction is represented by Morison’s equation and an extended version with three terms. The drag and inertia coefficients in Morison’s equation are determined by least-squares fits to data directly computed by integration of skin friction and pressure distributions around the periphery of the cylinder. The root-mean-square value of the residue of reconstructed minus directly-computed forces varies between 2 and 41% depending on the flow parameters. Physical explanations for the variation of the force coefficients are provided.

INTRODUCTION
Practical considerations require engineering analysis of structures subjected to a fluid stream against flow-induced vibration. In turn, this calls for comprehension of the basic mechanisms that are responsible for such vibration from the fundamental point of view. Whenever a structure, or body, immersed in a fluid stream vibrates, a time-dependent relative velocity between the body and the flow is induced and non-linear interactions take place. It is often the case, that such non-linear dynamics need be interpreted and embodied in simple mathematical models that can be used in engineering analysis. A widely employed model for the forces on cylindrical structures in time-dependent flows is the so-called ‘Morison’s equation’ [1].

The present study is concerned with time-dependent flows about a circular cylinder. This may be viewed as a generalized configuration encompassing the principal mechanisms of flow-structure interactions, whether these are externally posed, self-excited, or both. The circular cylinder, in addition to its wide-spread use as a structural element in engineering, has been employed as a paradigm in fluid dynamics for the study of unsteady separated flows. In many practical flow problems, flow separation is inevitable. As a consequence, vortices that separate periodically in the wake are responsible for generation of time-dependent fluid forces on structures. If the structure has natural frequencies close to that of the applied forces, reciprocal coupling takes place which may lead to substantial vibrations. At the origin of this mechanism, is the existence of a region of absolute flow instability in the very-near wake [2]. Because of the two-dimensional nature of the absolute instability, numerical simulations of the Navier–Stokes equations limited to a cross-section of the cylinder provide satisfactory results of the flow around real structures.

Planar unsteady flows about cylinders may be classified in three broad categories: purely oscillatory (tidal) flows with zero mean, combined steady plus oscillatory flows where both components are of the same order (flow reversal is possible), and steady flows with low-amplitude oscillatory perturbations superimposed (no flow reversal). It should be noted that a time-dependent flow about a...
fixed cylinder is kinematically equivalent to a cylinder that oscillates in still fluid or in-line with a steady flow. The present study is concerned with perturbed flows. Two prominent phenomena are associated with perturbed flows. Firstly, the regular formation of vortices can be captured by the imposed perturbation frequency, a condition which is often called ‘vortex lock-on’ and typically leads to enhancement of flow organization and wake fluctuations. Secondly, the alternating mode of vortex formation from each side of the cylinder may be modified and give place to a symmetric mode. The reader is referred to the introductory sections of previous publications for more information [3–5].

Despite the fact that perturbed flow over an isolated cylinder has been studied to a great extent, data for the drag and inertia coefficients in Morison’s equation seem to be lacking. This contrasts the plethora of available information for purely oscillatory and combined steady plus high-amplitude oscillatory flows. Instead, force components in phase with acceleration and velocity were determined in order to yield ‘effective added-mass’ and ‘added-damping’ coefficients for an oscillating cylinder in a relatively recent experimental study [6]. To achieve this, measured forces were introduced in the equation of motion of a cylinder hypothetically excited into oscillations due to vortex shedding. It is deemed that, although this approach is useful in identifying regions in the parameter space where such oscillations are possible, it masks the physical understanding of the fluid forcing. This is partly due to the incomplete understanding of the physics of the added mass and, particularly, whether the structural mass and/or damping in the equation of motion should take into account the added mass, or not. This issue remains inadequately resolved for cylinders oscillating either transversely or in-line with a fluid stream, e.g., see recent reviews in vortex-induced vibrations [7, 8]).

The purpose of the present study is to examine the effect of steady plus low amplitude oscillatory (perturbed) flows on the wake dynamics and resulting forces on a circular cylinder over a wide spectrum of parameters ranging from, one end where inertial forces dominate, to the other where viscous drag forces are dominant. Numerical computations of these flows in two dimensions are carried out using an in-house code in order to provide data for the time-dependent forces on, and flow structures around the cylinder. Morison’s equation is employed to reconstruct the total in-line force and the unknown force coefficients are fitted to the directly-computed force. Inevitably, there will be some overlap with previous related studies. However, one is forced to replicate some results in order to enhance the understanding of the basic flow mechanisms, extend them to wider ranges in parameter space and, hopefully, be able to extrapolate the findings to other regions in the multi-parameter space based on physical reasoning.

**MORISON’S EQUATION**

Consider a fixed circular cylinder placed normal to a steady plus oscillatory flow, $U(t) = U_c + U_w \sin(\omega t)$. The total force per unit length of the cylinder in-line with the flow can be expressed as the sum of two components,

$$F_i(t) = \frac{1}{2} \rho D C_d |U(t)| U(t) + \frac{1}{2} \rho \pi D^2 C_m \frac{dU}{dt}, \quad (1)$$

where $\rho$ is the fluid density, $D$ is the cylinder diameter, $C_m$ and $C_d$ are the mass (inertia) and drag coefficients, respectively. The equation was originally developed to compute wave loading on offshore structures, now is widely known as Morison’s equation [1]. The inertial force accounts for two different mechanisms: (a) a component due to the pressure waves induced by the unsteady flow (a.k.a. Froude–Krylov term), and (b) a component due to the added (or hydrodynamic) mass. The coefficients $C_m$ and $C_d$ in (1) are assumed constant over a cycle but these will generally be functions of three independent non-dimensional parameters.

To a first approximation, the inertial term may be assumed the same for both inviscid and viscous fluids, in which case $C_m$ can be predicted from potential flow theory; $C_m = 1 + C_a$ where $C_a$ is the added mass coefficient which depends on the geometry of the cylinder. For a circular cylinder, $C_a = 1.0$. Then , the drag term accounts for all effects of viscosity and may be further assumed the same as for steady flow (quasi-steady approach), taking into account the Reynolds number. When the perturbation velocity is small, the Reynolds number does not change appreciably and the drag coefficient is effectively constant. This approach has the advantage that only the variation of the mean drag coefficient as a function of Reynolds number $C_{D_m}(Re)$ for steady flow is required. This can be useful in determining roughly the regimes where the drag or inertia terms dominate the response. As previously shown [5], for low-amplitude perturbed flows this boils down to the following criterion:

$$1 \frac{1}{\pi^2} \left( \frac{U_c}{f_e D} \right) \frac{C_d}{C_m} \begin{cases} \gg 1 & \text{drag-dominated regime} \\ \ll 1 & \text{inertia-dominated regime} \end{cases} \quad (2)$$

Alternatively, the drag coefficient in Morison’s equation may be computed from empirical data as the time-
averaged value of the total in-line force over an integer number of flow cycles,

\[ C_D = \frac{\langle F_x \rangle}{2\rho DU_c^2} \]  

(3)

where \( \langle \cdot \rangle \) is the time averaging operator. It should be emphasized that the mean drag coefficient \( C_D \) above is fundamentally different to the drag coefficient \( C_d \), which is an empirical constant in Morison’s equation. Using \( C_d \approx C_D \) is a test hypothesis under consideration.

Substitution of the unsteady flow velocity \( U(t) \) and its derivative into the Morison equation yields

\[ F_x(t) = \frac{1}{2} \rho D C_d U_c^2 g_1(t) + \frac{1}{2} \rho D C_m U_w \omega g_2(t) \]  

(4)

where \( g_1(t) = (1 + \epsilon \sin \omega t)^2 \) and \( g_2(t) = \cos \omega t \) if the flow is assumed to be non-reversing. An extended Morison’s equation which comprises steady and oscillatory drag terms and an inertial term was proposed to account for the effect of a current [9]. The 3-term equation reads

\[ F_x(t) = \frac{1}{4} \rho \pi D^2 C_m U_w \omega \cos (\omega t) + \frac{1}{2} \rho D C_d U_c^2 + \frac{1}{2} \rho D C_m U_w \omega \sin (\omega t) \sin (\omega t). \]  

(5)

Empirical data may be used along with (4) and (5) to determine the numerical values of the coefficients in the equations. A number of different methodologies can be employed for this purpose, either in the time or frequency domain (see [10] for a comprehensive description). Frequency domain methods have mostly been developed for forces on structures in random waves and will not be considered here. Time domain methods can be cast into two broad categories: Fourier averaging and least-squares fitting. The former is considered more appropriate when the force signal is approximately monochromatic. This is clearly not the case over the entire range of parameters examined in the present study. Therefore, the method of least squares was employed so that useful comparisons can be made. This involves minimization of the mean squared error between empirical and reconstructed forces,

\[ \sigma^2 = \frac{1}{N} \sum_{i=1}^{N} [F_x(t_i) - F_x^*(t_i)]^2, \]  

(6)

where \( F_x \) is the empirically-determined force and \( F_x^* \) is the reconstructed force. This leads to two equations,

\[ \frac{\partial \sigma^2}{\partial C_d} = \frac{\partial \sigma^2}{\partial C_m} = 0, \]  

(7)

with two unknowns in the case of the 2-term equation (4), and three equations,

\[ \frac{\partial \sigma^2}{\partial C_d} = \frac{\partial \sigma^2}{\partial C_{dc}} = \frac{\partial \sigma^2}{\partial C_{m}} = 0. \]  

(8)

with three unknowns for the 3-term equation (5). The solution of the systems of equation gives the values of the unknown force coefficients (final result is omitted for brevity).

### NUMERICAL METHOD

The finite-volume method is employed to solve the continuity and Navier–Stokes equations for unsteady flow about a circular cylinder. The equations can be written in generalized form as

\[ \frac{\partial}{\partial t} (\rho \Phi) + \frac{1}{l_x l_y} \frac{\partial}{\partial \xi} (\rho u l_y \Phi) + \frac{1}{l_x l_y} \frac{\partial}{\partial \eta} (\rho v l_x \Phi) = \frac{1}{l_x l_y} \frac{\partial}{\partial \xi} (\mu l_y \frac{\partial \Phi}{\partial \xi}) + \frac{1}{l_x l_y} \frac{\partial}{\partial \eta} (\mu l_x \frac{\partial \Phi}{\partial \eta}) + S_\Phi \]  

(9)

where \( \rho \) and \( \mu \) are the density and viscosity of the fluid, respectively, \( l_x \) and \( l_y \) are the spatially varying metric coefficients related to the orthogonal curvilinear coordinates \( (\xi, \eta) \), and \( (u, v) \) the corresponding velocities in local coordinates. The variable \( \Phi = 1, u, v \) for the continuity and momentum equations, respectively, and \( S_\Phi \) are the source terms, including pressure terms. The method is based on the discretization of the governing equations on an orthogonal curvilinear grid in two dimensions. Volume averaging is performed in physical space and the metric coefficients are replaced by the physical distances. All variables are collocated at the grid cell centers so that the original SIMPLE algorithm can be combined with the Rhie and Chow modification to avoid checker board oscillations in the pressure coupling [11, 12]. A fully-implicit first-order Euler discretization of the temporal term is used while for the convection and diffusion terms, a higher-order bounded upwind scheme and central differencing is employed, respectively [13].

The solution domain is rectangular and extends 10D upstream, 25D downstream and 10D above and below the cylinder. The curvilinear mesh consists of 299 × 208 nodes, which is sufficiently dense for mesh-independent results. A time-dependent uniform velocity is specified at the inflow whereas a convective boundary condition is employed at the outflow. Symmetry conditions are employed at the lateral boundaries whereas the no-slip
condition is applied on the cylinder surface. The time step is of the order of $\delta t U_c/D = 10^{-2}$. The system of discretized equations is solved using a Tri-Diagonal Matrix Algorithm (TDMA) with an iterative Alternating Direction Implicit (ADI) method.

The instantaneous in-line and transverse forces on the cylinder are computed by suitably integrating the pressure and skin friction distributions around its circumference. The history of the in-line force is subsequently processed to yield the drag and inertia coefficients by the method of least squares.

**FLOW PARAMETERS**

For the present simulations, the steady velocity component is fixed so that the corresponding Reynolds number has a constant value of $U_cD/\nu = 150$. Table 1 lists the main flow characteristics in steady flow at this Reynolds number, for reference. No detailed comparison is provided here for economy of space, suffice it to say that the reported values are in agreement to other published data. The main variable in unsteady flow is the frequency of the oscillatory component while its amplitude is adjusted so that $U_w/\omega D = 0.1$. The latter parameter is equal to the non-dimensional amplitude of a cylinder oscillating in-line with a steady current, $A/D$.

There is a multitude of other parameters that can be employed to describe the problem in hand. For purely oscillatory flows with zero mean, it is conventional to organize the results in terms of the Keulegan–Carpenter number, $K_C = U_w/f_e D = 2\pi A/D$ and the Stokes number, $\beta = f_e D^2/\nu$. However, Zdravkovich showed that if the conventional Keulegan–Carpenter number is replaced by a modified version, as originally suggested by Sarpkaya and his coworkers, the regimes of vortex patterns can be described in a more orderly fashion for combined mean plus oscillatory flows [14]. The modified version, $K'_C = (U_c + U_w)/f_e D$, is employed in the present study as more relevant. It represents the ratio of the inertial to drag forces. Note that it can also be written as $K'_C = 2\pi A/D + U_c/f_e D$ where the first term on the right-hand-side is the conventional Keulegan–Carpenter number and the second term is often referred to as the reduced velocity, $V_r$. For the present study, $K'_C = \frac{\pi}{2} + V_r$.

The above non-dimensional parameters, although widely employed in related studies, they generally fail to separate the effects of excitation frequency and amplitude. From the fundamental point of view, the excitation frequency is the key variable that governs flow-structure interactions in terms of the wake response and the resulting forces acting on the cylinder. The magnitude of the imposed perturbation acts as an amplifier to the basic modes that are excited at different frequencies. Such effects become more clear if the excitation frequency is normalized by the frequency of vortex shedding in the absence of flow perturbations, i.e. $f_{St} = St U_c/D$ (where $St$ is the Strouhal number). The effects of amplitude may be succinctly described in terms of the velocity ratio of the oscillatory to steady components, $\varepsilon = U_w/U_c$, or its inverse, $U_c/2\pi f_e A$ as in [15]. A useful relationship among the various parameters above is

$$\frac{f_e}{f_{St}} = 1 + \varepsilon \frac{K'_C}{K_{C1}}. \quad (10)$$

The parameter space examined in the present study is illustrated in Fig. 1. The gray-shaded area indicates the parameter space in which the drag component is expected to be higher than the inertial one based on the Morison equation with coefficients, $C_d = 1.33$ and $C_m = 2.0$. The dividing line corresponds to $K'_C = 8.05$.

**TABLE 1: REFERENCE DATA FOR STEADY FLOW**

<table>
<thead>
<tr>
<th>$Re$</th>
<th>$St$</th>
<th>$C_{Ds}$</th>
<th>$C_{Dos}$</th>
<th>$C_{ls}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>150</td>
<td>0.185</td>
<td>1.331</td>
<td>0.018</td>
<td>0.380</td>
</tr>
</tbody>
</table>
In-Line and Transverse Force

RESULTS AND DISCUSSION

In-Line and Transverse Force

Figure 2 shows the frequency response of the in-line (drag) and transverse (lift) forces. The frequency was inferred from the force signals by computing the time between peaks and/or zero-crossings. This method was found to be more accurate and straightforward than Fourier analysis. The drag frequency is locked at the excitation frequency but for the higher Fourier analysis. The drag frequency is locked at the

\( f_d = f_e \)

was found to be more accurate and straightforward than

\( f = f_e \)

time between peaks and/or zero-crossings. This method was inferred from the force signals by computing the line (drag) and transverse (lift) forces. The frequency

\( f_L \)

was almost equal to twice the Strouhal frequency as it would

\( f_L = f_e \)

in steady flow without perturbations. Inside the lock-on range in which vortex shedding is locked at

\( f_L = f_e \)

indicated by the shaded area), both exhibit a peak amplification where the mean drag coefficient increases by 20% and the rms lift coefficient by 100% compared to their steady flow counterparts. A small increase in magnitude can be also noted for

\( K_c \approx 2.0 \)

when vortex shedding locks-on at

\( f_e = f_e \)

The solid line in Fig. 3 indicates the expected variation of the mean drag from a quasi-steady approach, i.e.

\( C_D = C_{D_0}(1 + \epsilon^2/2) \)

The corresponding line follows the data trend but for the lock-on response at

\( 1/f_e \)

and for

\( K_c < 2.4 \)

This deviation might be attributed to the modification of the vortex formation mechanism (vortex patterns not shown here due to lack of space). In the middle of the lock-on range

\( f_e/f_{St} \approx 2 \)

the alternating mode of vortex formation is strongly amplified. On the other hand, a symmetrical mode of vortex formation is induced for low

\( K_c \) values

\( f_e/f_{St} \approx 4 \)

The forces and vortex patterns from the present study at

\( Re = 150 \)

agree very well, both qualitatively and quantitatively, with two-dimensional simulations for a cylinder oscillating in-line with a steady flow (e.g., 1-2% difference in

\( C_D \)

over the range

\( 0.5 < f_e/f_{St} < 3 \)

for

\( A/D = 0.1 \)

and

\( Re = 200 \) [16]. This verifies that the two cases, oscillating cylinder or flow, are kinematically equivalent; dynamically differ in the Froude-Krylov term.

Furthermore, the present findings are qualitatively very consistent with the effect of small-amplitude harmonic flow perturbations

\( \epsilon \approx 2 - 5\% \)

on vortex formation patterns and forces of circular cylinders observed from laboratory experiments and numerical simulations at Reynolds number an order of magnitude higher [4, 5, 17, 18]. Similar effects have also been observed for rectangular cylinders examined in a wind tunnel albeit at much higher Reynolds numbers of the order of

\( 10^4 \)

and smaller perturbations

\( \epsilon \approx 1\% \) [19]. In the latter experiment, it was noted that symmetric vortex formation was observed for

\( f_e = 4f_{St} \)

when the amplitude exceeded some undetermined threshold value.

FIGURE 2: FREQUENCY OF DRAG AND LIFT.

FIGURE 3: MEAN DRAG AND RMS LIFT.
Drag and Inertia Coefficients

Figure 4 shows the drag coefficients $C_d$ and $C_{dc}$ in the 2- and 3-term model equations, respectively, computed from least-squares fits to the time-dependent in-line force. It turns out that the steady drag in the 3-term equation is essentially the same as the mean drag coefficient, i.e. $C_{dc} = C_D$, over the entire $K_C$ range as might be expected. The drag coefficient $C_{d2}$ in the 2-term equation is nearly equal to $C_{dc}$ for $K_C > 8$ (drag-dominated regime) but deviates for $K_C < 8$ (inertia-dominated regime). Interestingly, it was noted that the difference $\Delta C_d = C_{dc} - C_d$, can be approximated well by $\varepsilon^2 C_{Ds}$ as illustrated in Fig. 5. The reason for this behavior is not clear at present. The variation of the oscillatory drag coefficient $C_{do}$ is shown in Fig. 6. Its magnitude increases almost linearly with $K_C$ in log-log scale (dashed line is a straight-line fit). A solid line indicates the expected variation from quasi-steady approach $C_{do} = 2\varepsilon^{-1} C_{Ds}$, which also follows the data trend.

Figure 7 shows the best-fit inertia coefficient as a function of $K_C$. There is little difference in $C_m$ results for the 2- and 3-equations. For low $K_C$, $C_m$ approaches the values predicted from Stokes solution, $C_m = 2 + 4(\pi\beta)^{-1/2}$ as it might be expected in the limit of $K_C \rightarrow 0$. For $K_C$ around 3.7, i.e. $f_e/f_{St} \approx 2.0$, the inertia coefficient is very close to its value predicted from potential flow theory, $C_m \approx 2.0$. As $K_C$ increases above that point, $C_m$ starts to decrease reaching a minimum value of 1.81 at $K_C = 5.2$. Then it increases again up to a maximum of $C_m = 2.24$ at $K_C = 12.4$. With a further increase in $K_C$, the inertia coefficient drops to virtually zero. The behavior in the drag-dominated regime ($K_C > 8$) might be explained from the quasi-steady approach as follows:

Morison's Equation

The force coefficients in the previous section, alone do not allow comparisons between directly-computed and reconstructed total in-line forces. For this purpose, the root-mean-square value of the residue of various reconstructed forces with Morison’s equation less the actual trigonometric expansion leads to $g_1(t) = 1 + 2\varepsilon \sin(\omega t) + \frac{1}{2} \varepsilon^2 (1 + \cos(2\omega t))$. The last term induces a component in phase with acceleration which is proportional to $\varepsilon^2$. As the drag starts to dominate the force relative to the inertia terms, this component causes an increase in $C_m$. Since $K_C \propto \varepsilon^{-1}$, its contribution diminishes with increasing $K_C$ until both inertia and $\varepsilon$ become negligible at the upper end.
The main conclusions drawn from this study are the following:

For $K_C < 3.0$, the effect of the addition of an oscillatory component to a steady flow about a circular cylinder is to induce symmetric formation of vortices on both sides of the cylinder. Once formed, vortices rearrange in the near wake to an asymmetric pattern similar to the classical alternating Karman mode. The effect is most pronounced at the lowest $K_C$ values for which the velocity perturbation is highest and gradually diminishes as $K_C$ increases. The use of Morison’s equation in order to predict the in-line force with reasonable accuracy seems appropriate in this inertia-dominated regime.

For $3.0 < K_C < 4.1$, the shedding frequency is locked to $f_r / 2$ and vortices form alternatively from each side. This is accompanied by considerable increase in the magnitude of mean drag and r.m.s. lift coefficients. Inertial forces are dominant in this range. Predictions using Morison’s equation have an r.m.s. error of about 3% but for the 2-term equation with best-fitted coefficients.

For $4.1 < K_C < 12.4$, the mechanism of vortex formation is modulated by the imposed velocity perturbation. Both inertial and viscous drag forces are important but the
total in-line force is masked by the former component; although the frequency of vortex shedding is not phase-locked to the perturbation, the unsteady drag remains locked on. The error associated with the use of Morison’s equation increases to about 10%.

For $K_C > 12.4$, vortex formation is hardly affected and the flow can be considered as superposition of quasi-steady drag and ideal inertial forces. The error in the reconstructed force raises quickly with $K_C$ due to the existence of harmonics at the vortex shedding frequency which are not taken into account in Morison’s equation.

In corollary, Morison’s equation can provide reasonable estimates of the total in-line force acting on fixed cylinders in time-dependent flows, or more generally in relative motion, within the inertia-dominated regime. In all of the above ranges but the second (lock-on), Morison’s equation cannot capture the nonlinear flow-structure interactions involving vortex shedding at different frequencies. This presents a major drawback in modeling self-excited vibrations of flexibly-mounted cylinders.
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ABSTRACT
Turbulence is an important vibration excitation mechanism and a component life controlling factor. Characterization of the flow turbulence excitation by axial flows has often been addressed. Corcos model still standing as a sound basis for formulating the vibratory responses of tubes subjected to turbulence conveying flows. Classically, turbulence excited vibrations are formulated in terms of a local excitation spectrum weighted by acceptance integrals, which account for the correlation length and convection velocity of the random field. However, significant incertitude exists concerning the actual values of these parameters and their dependence on frequency, for each specific configuration. Axisa et al. circumvented this difficulty, for transverse flows, by proposing an "Equivalent Spectrum" encapsulating the correlation length, whatever its (small) value. In the present paper we extend this concept to axial flows, by proposing a new Equivalent Spectrum which additionally encapsulates the effects of turbulence convection. The suggested approach leads to the same predictive formulation for both transverse and axial flows.

NOMENCLATURE

\( A \) Subscript/superscript for axial flow.
\( C_{nm} \) Joint- and cross-acceptance integrals of the simplified "equivalent" formulation.
\( D \) Tube diameter.
\( f \) Frequency.
\( f_n \) Modal frequency.
\( \tilde{f} \) Reduced frequency.
\( F(x,t) \) Random turbulence field.
\( H_x(f) \) Modal term of the transfer function (excluding mode shape coefficients).

\( k_x \) Streamwise wavenumber.
\( k_y \) Spanwise wavenumber.
\( L \) Tube length.
\( \tilde{L}_{nm}^2(\tilde{f}_x) \) Joint- and cross-acceptance integrals.
\( \tilde{L}_{nm}^2(\tilde{f}_y) \) Reduced joint- and cross-acceptance integrals.
\( m, n \) Modal indexes.
\( m_n \) Modal mass.
\( q_n \) Modal responses.
\( S_{pp}(x_1,x_2,f) \) Flow turbulence cross-spectrum.
\( S_{e,\tilde{e}}(f) \) Cross-spectra of the modal excitations.
\( S_{q,n}(f) \) Cross-spectra of the modal responses.
\( t \) Time.
\( T \) Subscript/superscript for transverse flows.
\( u(x) \) Dimensionless velocity profile.
\( V(x) \) Flow velocity field.
\( \bar{V} \) Space-averaged velocity.
\( V_c(\tilde{T}) \) Convection velocity.
\( x \) Axial coordinate.
\( \hat{x} \) Reduced axial coordinate.
\( \hat{X}_e(\tilde{T}) \) Reduced convection distance.
\( \alpha_x \) Streamwise coherence decay rate.
\( \alpha_y \) Spanwise coherence decay rate.
\( \alpha_{\tilde{T}}(\tilde{T}) \) Dimensionless correlation length (with respect to the tube diameter).
\( \beta \) Transformed coordinate (point separation).
\( \beta_c(\mathcal{f}) \) Dimensionless convection velocity (with respect to the average flow velocity).

\( \gamma(x_1, x_2, \mathcal{f}_R) \) Space-frequency coherence of the turbulence field.

\( \lambda_c(\mathcal{f}) \) Axial correlation length of the random force field along the tube.

\( \hat{\lambda}(\mathcal{f}) \) Reduced correlation length.

\( \hat{\lambda}_c(\omega) \) Correlation length of the pressure field along the axial direction.

\( \lambda_c(\omega) \) Correlation length of the pressure field along the transverse direction.

\( \phi_n(x) \) Tube mode shape.

\( \phi_n(x) \) Mode shape weighted by the square of \( u(x) \).

\( \Phi_{EQ}(\mathcal{f}) \) Dimensionless "equivalent" excitation spectrum.

\( \Phi_{FF}(\mathcal{f}) \) Dimensionless excitation spectrum of the random forces per unit tube length.

\( \Phi_{pp}(\omega) \) Local pressure excitation spectrum.

\( \Phi_{pp}(\xi_x, \xi_y, \omega) \) Pressure excitation cross-spectrum.

\( \omega \) Circular frequency.

\( \rho \) Fluid density.

\( \zeta \) Modal damping.

\( \xi_x \) Streamwise coordinate difference \( x_2 - x_1 \) between two locations.

\( \xi_y \) Spanwise coordinate difference \( y_2 - y_1 \) between two locations.

**INTRODUCTION**

Turbulence is one of the main vibration excitation mechanisms and a component life controlling factor, in the long range. Phenomenological characterization of the excitation by turbulence conveying flows has been addressed by many authors, since the pioneering work of Corcos in the early 60s, see for instance [1-5], but also in more recent times, see [6-11] for relevant research and review work. These authors mainly focused on linear vibratory analysis in the frequency domain, for boundary layer turbulence excitation of plates, pipes and tubes. Although the bulk of their findings is well established, important points are still open to debate, such as the behavior of the turbulence correlation lengths as a function of frequency and of the flow velocity, see [7,9].

Concerning the industrial components of power producing facilities, it has been argued that boundary layer turbulence is remote from the actual turbulence excitation mechanism which is relevant for tubular bundles, in particular nuclear fuel rods. However, recent CFD results presented by Moussou et al. [12] suggest that a classical Corcos-type formulation may well also apply to the higher level space-time random force fields generated along fuel rods downstream of mixing grids. Therefore, this model appears to be a sound basis when establishing formulations for the vibratory responses of tubes subjected to realistic turbulence conveying flows.

Classically, in the frequency domain, the modal vibration excitations stemming from a turbulence force field are formulated in terms of a local excitation spectrum weighted by correlation integrals, the so-called joint- and cross-acceptances, which express the effectiveness of the force field to excite the various modes of the tube, accounting for the correlation length and convection velocity of the random force field. However, as pointed, significant incertitude still exists concerning the actual values of these parameters, as function of frequency, for each specific bundle configuration. To circumvent this difficulty for the turbulence excitation by transverse flows, Axisa et al. [13] suggested the use of a so-called "Equivalent Spectrum", instead of the common local spectrum, which conveniently encapsulates the correlation length whatever its value, provided it is small with respect to the length-scales of the relevant excited modes. In the present paper we extend this concept in order to deal with axial flows, and show how the "Equivalent Spectrum" depends on the convection velocity. Through some illustrative calculations, we highlight the features of the proposed simplified formulation. Among the results presented, it emerges that the suggested approach leads to the very same predictive formulation for both transverse and axial flows.

**THE ORIGINAL "EQUIVALENT SPECTRUM" CONCEPT**

Under linear conditions, the tube vibratory responses \( Z(x, t) \) to a given excitation field \( F(x, t) \) can be written using modal superposition:

\[
Z(x, t) = \sum_{n=1}^{N} \phi_n(x)q_n(t)
\]

and similarly in the frequency domain, through Fourier transformation of (1). It is well established [13] that the modal responses of a tube (with length \( L \) and diameter \( D \)) stemming from a space-time random excitation \( F(x, t) \) are expressed, in the frequency domain, as \( (m = 1, 2, \ldots, N; n = 1, 2, \ldots, N) \) :

\[
S_{FF,n} (f) = H_s (f) H_n^*(f) \times
\]

\[
\int_0^L \int_0^L \phi_n(x_1) \phi_n(x_2) S_{FF} \left( x_1, x_2, f \right) \, dx_1 \, dx_2
\]

where \( H_s (f) = \left[ 4\pi^2 m_n \left( f_1^2 - f^2 + 2if f_2 \xi_x \right) \right]^{-1} \), \( \phi_n(x) \) are the modeshapes, while the excitation field \( F(x, t) \) is entirely described in terms of its cross-spectrum \( S_{FF} \left( x_1, x_2, f \right) \) modeled by:

\[
S_{FF} \left( x_1, x_2, f \right) = \left( \frac{1}{2} \rho \nu^2 D \right)^{\frac{3}{2}} \frac{D}{\nu} \Phi_{pp} \left( \mathcal{f}_R \right) \times
\]

\[
\left( u(x_1) u(x_2) \right)^{\frac{3}{2}} \gamma \left( x_1, x_2, \mathcal{f}_R \right)
\]
where \( \bar{V} \) is the average flow velocity, \( \rho \) is the fluid density, \( \bar{u}(x) = fD/\bar{V} \), \( u(x) = V(x)/\bar{V} \) is the velocity profile, \( \Phi_{rr}(\bar{f}) \) is the dimensionless excitation spectrum and \( \gamma(x, x, \bar{f}) \approx \gamma(\xi, \bar{f}) \) is the space coherence function, which typically depends on the distance \( \xi = x_2 - x_1 \). Then, it can be shown that the modal excitations are given by:

\[
S_{r_0, x_0}(f) = \left( \frac{1}{2} \rho \bar{V}^2 D \right)^{\frac{3}{2}} \frac{D}{\bar{V}} \Phi_{rr}(\bar{f}) \bar{L}^2 \bar{m}(\bar{f}) \tag{4}
\]

with the correlation integrals (joint- and cross-acceptances) \( \bar{L}^2 \bar{m}(\bar{f}) \) given as:

\[
\bar{L}^2 \bar{m}(\bar{f}) = \int f \phi(x) \phi_*(x) \gamma(x, x, \bar{f}) dx dx \tag{5}
\]

where \( \phi(x) = \phi_*(x)[u(x)]^2 \) is a velocity profile weighted modeshape. For pure transverse flows, there is no axial convection of the turbulence, and the space coherence is modeled as:

\[
\gamma(x, x, \bar{f}) = \exp \left( -\frac{|x_2 - x_1|}{\lambda_f(\bar{f})} \right) \tag{6}
\]

where \( \tilde{\lambda}_f(\bar{f}) \) is the axial correlation length of the turbulence field. Defining reduced quantities \( \tilde{x} = x/L \), \( \tilde{\lambda}_f(\bar{f}) = \lambda_f(\bar{f})/L \) and \( \bar{L}^2 \bar{m}(\bar{f}) = \bar{L}^2 \bar{m}(\bar{f})/L^2 \), the correlation integrals (5), with coherence (6), read:

\[
\tilde{L}^2 \tilde{m}(\bar{f}) = \int f \phi(\tilde{x}) \phi_*(\tilde{x}) \exp \left( -\frac{|\tilde{x}_2 - \tilde{x}_1|}{\tilde{\lambda}_f(\bar{f})} \right) d\tilde{x} d\tilde{x}_2 \tag{7}
\]

Expressions (7) cannot in general be solved without a detailed knowledge of the correlation length \( \tilde{\lambda}_f(\bar{f}) \), however it is safe to assume in physical grounds that \( \tilde{\lambda}_f(\bar{f}) \ll 1 \). As detailed in the following, under such assumption this allows a good approximation of (7) by the expression:

\[
\tilde{L}^2 \tilde{m}(\bar{f}) \approx 2 \tilde{\lambda}_f(\bar{f}) \int \phi(\tilde{x}) \phi_*(\tilde{x}) d\tilde{x} \tag{8}
\]

Then, from (4) and (8), the modal excitations are given by:

\[
\Phi_{rr}(\bar{f}) \approx \left( \frac{1}{2} \rho \bar{V}^2 D \right)^{\frac{3}{2}} \frac{D}{\bar{V}} \Phi_{rr}(\bar{f}) \bar{L}^2 \times \nabla \exp \left( -\frac{|\tilde{x}_2 - \tilde{x}_1|}{\tilde{\lambda}_f(\bar{f})} \right) \int \phi(\tilde{x}) \phi_*(\tilde{x}) d\tilde{x} \tag{9}
\]

and, as suggested by Axisa et al. [13], the imperfect knowledge of \( \tilde{\lambda}_f(\bar{f}) \) can be circumvented by defining the dimensionless "Equivalent Spectrum":

\[
\Phi_{EQ}^r(\bar{f}) = \left[ \Phi_{rr}(\bar{f}) \tilde{\lambda}_f(\bar{f}) \right] \tag{10}
\]

or equivalently:

\[
\Phi_{EQ}^r(\bar{f}) = \left[ \Phi_{rr}(\bar{f}) \lambda_f(\bar{f}) \right] \tag{11}
\]

where the correlation length is now embedded in the spectral excitation information. In the second definition (11), the correlation length is assumed to be proportional to the tube diameter, \( \lambda_f(\bar{f}) = \lambda_f(\bar{f})/D \). Formulation (9) can then be written as:

\[
\Phi_{rr}(\bar{f}) \approx \left( \frac{1}{2} \rho \bar{V}^2 D \right)^{\frac{3}{2}} \frac{D}{\bar{V}} \Phi_{EQ}^r(\bar{f}) \bar{L}^2 \bar{C}_m^2 \tag{12}
\]

where the correlation integrals \( C_m^2 \) are now independent of any frequency effects:

\[
C_m^2 = 2 \int \phi(\tilde{x}) \phi_*(\tilde{x}) d\tilde{x} \tag{13}
\]

Notice that, if the local spectrum \( \Phi_{rr}(\bar{f}) \) and \( \tilde{\lambda}_f(\bar{f}) \) are both known, then the equivalent spectrum can be computed from (10) or (11). However, if \( \tilde{\lambda}_f(\bar{f}) \) is unknown, then \( \Phi_{EQ}^r(\bar{f}) \) can be directly identified from the modal response measurements, thus bypassing the need for an explicit identification of \( \tilde{\lambda}_f(\bar{f}) \). This renders formulation (12)-(13) very practical and attractive, the reason why it has been used in lots of laboratories for many years.

**"EQUIVALENT SPECTRUM" FOR TURBULENCE CONVEYING FLOWS**

For turbulence conveying axial flows, the space-frequency empirical model used for describing the random force field is typically based on the classical Corcos formulation. For plates subjected to boundary layer turbulence, the cross-spectrum of the pressure field is formulated as [1]:

\[
\Phi_{rr}(\xi, \bar{f}) = \Phi_{rr}(\omega) \gamma(x, x, \bar{f}) \tag{14}
\]

where \( \xi = x_2 - x_1 \) and \( \bar{f} = f/\bar{V} \) are distances between two locations respectively along the axial and the transverse directions, the excitation being expressed in terms of the local spectrum by the turbulence pressure fluctuations \( \Phi_{rr}(\omega) \) and the space coherence:

\[
\gamma(x, \bar{f}) = \exp \left( -\frac{|\xi_2|}{\lambda_f(\bar{f})} \right) \exp \left( -\frac{|\xi_1|}{\lambda_f(\bar{f})} \right) \exp \left( -\frac{i\omega\xi_2}{V_c(\bar{f})} \right) \tag{15}
\]

where \( V_c(\omega) \) is the convection velocity, while \( \lambda_f(\omega) \) and \( \lambda_t(\omega) \) are the axial and transverse correlation lengths of the pressure field, which are in general frequency dependent. In the original Corcos formulation, the correlation lengths have been established in terms of the ratio \( V_c(\omega)/\omega \) as:
\[ \hat{x}_i(\omega) = \frac{V_x(\omega)}{\alpha_i \omega}; \quad \hat{y}_i(\omega) = \frac{V_y(\omega)}{\alpha_y \omega} \]  
(16)

\( \alpha_i \) and \( \alpha_y \) are experimental parameters expressing the coherence decay rates with distance [1], hence:

\[ \gamma(r_x, r_y, \omega) = \exp(-\alpha_k \phi_k(\omega)|\vec{z}|) \exp(\alpha_k \phi_k(\omega)|\vec{z}|) \times \exp(-ik_c(\omega)|\vec{z}|) \]  
(17)

where the vortical structures are convected at the wavenumber \( k_c(\omega) = \omega / V_c(\omega) \). An often used variant of formulation (14), in terms of the wavenumber-frequency spectrum, is obtained by Fourier transforming (17) in space. One obtains [6,11]:

\[ \gamma(k_x, k_y) = \frac{\alpha_x \alpha_y}{\pi^2} \left\{ \alpha_x^2 + \left( \frac{k_y}{k_x(\omega)} \right)^{-1} \right\} \left\{ \alpha_y^2 + \left( \frac{k_x}{k_y(\omega)} \right)^{-1} \right\}^{-1} \]  
(18)

where \( k_x \) and \( k_y \) are respectively, the streamwise and spanwise wavenumbers. In spite of the Corcos approach wide use, accumulated experimental evidence suggests that it overpredicts levels at wavenumbers below the convection peak defined in (18) at \( k_x \equiv k_c \). This justified a number of refined versions of Corcos model, those proposed by Frowes Williams [14], Chase [15] and Smolyakov & Tkachenko [16], among others. For the interested reader, their works are reviewed and compared by Graham [6] and Hwang et al. [11].

For simplicity, we will stick here to the basic formulation (15), which in the case of tubular systems subjected to axial flows simplifies to:

\[ \gamma(x_i - x_i, f_i) = \exp\left(\frac{-|x_i - x_i|}{\lambda(f_i)}\right) \exp\left(-i \frac{x_i - x_i}{V_c(f_i) / 2\pi f}\right) \]  
(19)

When replaced in (5), this leads to the dimensionless correlation integrals:

\[ \tilde{E}_{nm}(f_i) = \int_0^1 \int_0^1 \phi(x_i) \phi(x_i) \exp\left(\frac{x_i - x_i}{\lambda(f_i)}\right) \exp\left(-i \frac{x_i - x_i}{V_c(f_i) / 2\pi f}\right) dx_i dx_i \]  
(20)

where \( \lambda(f_i) = V_c(f_i) / (2\pi f) \) is a dimensionless convection parameter. In general (20) leads complex values of the cross-correlation integrals:

\[ \text{Re}\left[ \tilde{E}_{nm}(f_i) \right] = \int_0^1 \int_0^1 \phi(x_i) \phi(x_i) \exp\left(\frac{x_i - x_i}{\lambda(f_i)}\right) \cos\left(\frac{x_i - x_i}{V_c(f_i) / 2\pi f}\right) dx_i dx_i \]  
(21)

\[ \text{Im}\left[ \tilde{E}_{nm}(f_i) \right] = \int_0^1 \int_0^1 \phi(x_i) \phi(x_i) \exp\left(\frac{x_i - x_i}{\lambda(f_i)}\right) \sin\left(\frac{x_i - x_i}{V_c(f_i) / 2\pi f}\right) dx_i dx_i \]  
(22)

Notice that, even if we may still assume that \( \lambda(f_i) \) in axial flow is small, the convection parameter \( \lambda(f_i) \) may vary widely in the range \([0, \infty]\), depending on the convection velocity and frequency. This fact must be accounted for, if - similarly to (7)-(8) - one wishes to approximate the correlation integrals (21) and (22) by more convenient simplified expressions. For small values of the reduced correlation length \( \lambda(f_i) \), as detailed in Appendix A, the correlation integrals (21) and (22) may be approximated by the following expressions:

\[ \text{Re}\left[ \tilde{E}_{nm}(f_i) \right] \approx 2\lambda(f_i)^2 \left[ 1 + \left( \frac{\dot{\lambda}(f_i)}{\dot{X}_c(f_i)} \right)^2 \right]^{\frac{m}{2}} \int_0^1 \phi(x) \phi(x) dx_i \]  
(23)

\[ \text{Im}\left[ \tilde{E}_{nm}(f_i) \right] \approx -2\lambda(f_i)^2 \left[ \frac{\dot{\lambda}(f_i)}{\dot{X}_c(f_i)} \right] \int_0^1 \phi(x) \phi(x) dx_i \]  
(24)

where \( \phi(x) = \partial \phi(x) / \partial x \). The approximate integral (8) has been often quoted and used for transverse flow excitations, however the mathematical rationale behind (8) is seldom explained. Notice that such result is obtained as a particular case from (23) when there is no convected turbulence.
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exact numerical (lines) and approximate analytical (dots) results for joint acceptances, computed from expressions (21) and (23), respectively for $m = n = 1$ and $m = n = 2$, for a uniform velocity profile $u(x) = 1$ $(\forall x)$. In these figures, the values of the dimensionless correlation integrals are plotted as a function of the dimensionless correlation length $\lambda_c(T_x)$, for several very different values of the convection parameter $X_c(T_x)$. One can see that the simplified formulation perfectly agrees with the exact results in the range $\lambda_c(T_x) \ll 1$, and often well beyond. As expected, for the joint-acceptances $m = n$, the imaginary part (24) is always nil, which is not the case for the cross-acceptances $m \neq n$.

In Figs. 3 and 4 we illustrate the exact numerical (lines) and approximate analytical (dots) results for the real and imaginary parts of a sample cross-acceptance, with $m = 2, n = 3$, for the uniform velocity profile. In this case the real part is nil, but not the imaginary part. It should be mentioned that, for very low values of $\hat{\lambda}_c$ the numerical integration schemes may experience difficulties on the double integrations. As a last illustration, the cross-acceptance results with $m = 2, n = 3$ are also shown in Figs. 5 and 6, but this time for an very localized flow velocity profile, such that $u(x) = 0$ for $0 \leq \tilde{x} < 0.6$ and $0.8 < \tilde{x} \leq 1$, $u(x) = 1$ for $0.6 \leq \tilde{x} \leq 0.8$. Notice that both the real part and the imaginary part of the cross-acceptance are non-zero.

As a final comment on the joint- and cross-acceptance computations, it is worth mentioning that the order of magnitude of the imaginary part of the cross-acceptances was found, in the range of interest $\lambda_c(T_x) \ll 1$, to be consistently lower than the non-zero real part of the joint- and cross acceptances.

From the previous arguments and results, similarly to formulation (10)-(13) for transverse excitations, we now suggest that an "Equivalent Spectrum" for axial turbulent flows may be defined. From the simplified real part of the correlation integrals (23), which dominates the vibratory responses, we can now write:
\[ \Phi_{E_{\text{EQ}}}^A(\tau_i) = \left[ \Phi_{\text{PF}}^{*}(\tau_i) \hat{\lambda}_c(\tau_i) \left[ 1 + \left( \frac{\hat{\lambda}_c(\tau_i)}{X_c(\tau_i)} \right)^2 \right]^{\frac{1}{2}} \right] \]  
\[ \text{or, assuming that } \alpha(\tau_i) = \lambda_c(\tau_i)/D \text{ and defining } \beta_c(\tau_i) = V_c(\tau_i)/\bar{V}_d^c: \]
\[ \Phi_{E_{\text{EQ}}}^A(\tau_i) = \left[ \Phi_{\text{PF}}^{*}(\tau_i) \alpha(\tau_i) \left[ 1 + \left( \frac{2\alpha(\tau_i)}{\beta_c(\tau_i)} \right)^{\frac{1}{2}} \right] \frac{D}{L} \right] \]  

These definitions of \( \Phi_{E_{\text{EQ}}}^A(\tau_i) \), not only encapsulate the effects of the correlation length, but also (explicitly or implicitly) those of the convection term. When (25) or (26) are used with the general formulation (4), one obtains for turbulence conveying flows:

\[ S_{\text{corr}}(f) \approx \left( \frac{1}{2} \rho \bar{V}_d^2 D \right)^{\frac{1}{2}} \frac{D}{\bar{V}_d} \Phi_{E_{\text{EQ}}}^A(\tau_i) C_{nm} \]  

with:

\[ C_{nm} = 2 \int_0^1 \phi_N(\hat{x})\phi_n(\hat{x})d\hat{x} \]  

which are entirely similar to expressions (12)-(13) used for transverse flows. Furthermore, definitions (25) or (26) of the Equivalent Spectrum for axial turbulence excitations lead to correlation integrals \( C_{nm}^2 \) that are independent of any frequency and convection effects. These two aspects appear as significant advantages of the proposed formulation.

As a side remark, notice that the ratio \( D/L \) might have been "extracted" from the original expression (11), and *a fortiori* from expression (26), thus avoiding that "Equivalent Spectra" be defined with respect to arbitrary "reference" values of the tube length and diameter, see Axisa et al. [13]. Such convenience would entail the transfer of the ratio \( D/L \) into expressions (12) and (27), respectively. Although a minor point, this formal change might prove a convenient decision in practice, as some feel the need for "reference" values on the Equivalent Spectra - as well as the need for the spectrum scaling with respect to the actual values of \( D \) and \( L \) used on each specific application - somewhat as a nuisance. However, a strong reason militates against such change: the well-known reference equivalent spectrum proposed by Axisa et al. [13], for transverse flows, was defined according to (11) and has been in use for many years.

More important, remember that introduction of \( D \) in formulations (11) and (26) is based on the assumption that \( \hat{\lambda}_c(\tau_i) \) is near invariant, which is debatable, to say the least, and even more for axial turbulence. Nevertheless, spectral scaling based on this assumption is obviously convenient, even if lacking a firm physical or experimental ground.

---

One may notice from (25) that, when compared to the transverse excitation case, the proposed equivalent spectrum introducing the following weighting term, which stands for the convection effects:

\[ W(\tau_i) = \left[ 1 + \left( \frac{\hat{\lambda}_c(\tau_i)}{X_c(\tau_i)} \right)^2 \right]^{-1} \]  

The corresponding plot in Fig. 7 shows that this term always lowers the value of the equivalent spectrum. It also shows that the convective term significantly affects the spectrum in the range \( \hat{X}_c(f)/\hat{\lambda}_c(f) < 1 \) and that excitation tends to zero when \( \hat{X}_c(f) \to 0 \).

**FIGURE 7: WEIGHTING FUNCTION FOR THE EQUIVALENT SPECTRUM IN TURBULENT AXIAL FLOW.**

We will now proceed by applying the previous formulation in order to infer an "Equivalent Spectrum" from the valuable computational data recently offered by Moussou et al. [12], for the specific case of a fuel rod subjected to axial flow with an upstream mixing grid. The results shown in the following were obtained by processing Moussou's data, extracted from Ref. [12], in order to apply the scaling of formulation (26). Notice that this grid-generated turbulence data is quite remote from the boundary layer turbulence on which Corcos model is anchored. Nevertheless, Moussou et al. convincingly show that their computed pressure field fits the essential features of Corcos formulation. Computations were based on a cell with 8 "half-rods" at the boundaries, a central rod with \( D \approx 9 \text{ mm} \), the reduced pitch being 1.3 and the hydraulic diameter 11.8 mm. The computed flow length was about \( L \approx 40D \), with an axial velocity \( \bar{V}_d = 5 \text{ m/s} \).

The basic results obtained by Moussou et al. are shown in Fig. 8. In this dimensionless local spectrum we collapsed data from both orthogonal directions and the scaling by the hydraulic diameters was replaced by using \( D \). To get a feeling of the amplitude of this data, it was first reduced according to formulation (11) and compared to the reference equivalent spectrum proposed by Axisa et al. [13] for transverse excitation, as shown in Fig. 9. At low reduced frequencies, the transverse spectrum is two
orders of magnitude higher than the axial excitation data, something that does not conflict with some practitioners experience. At higher frequencies, amplitude differences become progressively lower. Finally, in Fig. 10 we compare the axial excitation data in two "Equivalent Spectrum" forms, by reducing respectively according to formulation (11) (black dots) and to formulation (26) (red dots). The amplitude lowering by virtue of the weighting factor $W(f)$, Eq. (29), is quite obvious.

**CONCLUSION**

In this paper we develop a simplified formulation for the vibration of tubular systems subjected to axial flow turbulence. Expanding the work by Axisa et al. [13] for transverse flows, we propose a new "Equivalent Spectrum" scaling method to deal with turbulence conveying axial flows. This formulation conveniently encapsulates the effects of both the turbulence correlation length and the convection, leading to identical predictive formulations for both transverse and axial flows. As an illustration, the recent excitation data computed by Moussou et al. [12] for a rod downstream of a turbulence grid is processed here in the light of the present approach.
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**Appendix A: Computation of the simplified correlation integrals for convective flows**

To convert the double integrals of (21) and (22) into single integrals, the following classical coordinate transformation, illustrated in Fig. 11, is used:

$$\alpha = \left(\bar{x} + \bar{y}\right)/\sqrt{2} ; \quad \beta = \left(\bar{x} - \bar{y}\right)/\sqrt{2}$$  \hfill (30)

and, from (21), one obtains:

$$\text{Re} \left[ \hat{L}_m(\tilde{T}) \right] = \int_0^{\tilde{T}} \phi \left( \alpha - \beta \right) \phi \left( \alpha + \beta \right) \exp \left( \frac{\sqrt{2} \beta}{\lambda (\tilde{T})} \right) \cos \left( \frac{\sqrt{2} \beta}{X (\tilde{T})} \right) d\beta$$ \hfill (31)

where $\pm \varepsilon$ is a parameter expressing the integration boundary normal to the $\alpha$ axis. Notice that, as shown in Fig. 11, because of the fast decreasing of the exponential integrand when $\hat{\lambda} \ll 1$, the boundary $\varepsilon$ can take any value between a few $\hat{\lambda}$ and $\infty$ without affecting significantly the result.

**FIGURE 11: COORDINATE CHANGE FOR THE INTEGRALS COMPUTATION.**

Then, because the $\phi_m(x)$ change slowly within the narrow strip of effective integration, a Taylor series development of these functions is allowable within $|\beta| \leq \varepsilon$, leading to the approximate first term of the "internal" integral in (31):

$$\int_0^\varepsilon \phi \left( \alpha - \beta \right) \phi \left( \alpha + \beta \right) \exp \left( \frac{\sqrt{2} \beta}{\lambda (\tilde{T})} \right) \cos \left( \frac{\sqrt{2} \beta}{X (\tilde{T})} \right) d\beta \\ 
\approx \int_0^\varepsilon \left[ \phi \left( \alpha - \beta \right) \phi \left( \alpha + \beta \right) \exp \left( \frac{\sqrt{2} \beta}{\lambda (\tilde{T})} \right) \cos \left( \frac{\sqrt{2} \beta}{X (\tilde{T})} \right) \right] d\beta$$ \hfill (32)

and similarly for the second term. Then, neglecting terms beyond first order, while computing the integrals in the convenient limit $\varepsilon \to \infty$, we obtain:

$$\int_0^\infty \phi \left( \alpha - \beta \right) \phi \left( \alpha + \beta \right) \exp \left( \frac{\sqrt{2} \beta}{\lambda (\tilde{T})} \right) \cos \left( \frac{\sqrt{2} \beta}{X (\tilde{T})} \right) d\beta = \int_0^\infty \phi \left( \alpha - \beta \right) \phi \left( \alpha + \beta \right) \exp \left( \frac{\sqrt{2} \beta}{\lambda (\tilde{T})} \right) \cos \left( \frac{\sqrt{2} \beta}{X (\tilde{T})} \right) d\beta =$$ \hfill (33)

which is valid for $\hat{\lambda} (\tilde{T}) < 1$, in the full range $0 \leq \tilde{T}, \tilde{T} \leq \infty$. Then, one obtains from (31) and (33), after reversion to the original coordinate system:

$$\text{Re} \left[ \hat{L}_m(\tilde{T}) \right] = 2 \tilde{T} \left[ 1 + \left( \frac{\tilde{T}}{X (\tilde{T})} \right)^2 \right]^{-1} \int_0^\infty \phi \left( \alpha \right) \phi \left( \alpha \right) d\alpha =$$ \hfill (34)

which is the result (23).

A similar approach is now applied to the imaginary part (22) of the correlation integral, leading to:

$$\text{Im} \left[ \hat{L}_m(\tilde{T}) \right] = \int_0^{\tilde{T}} \phi \left( \alpha - \beta \right) \phi \left( \alpha + \beta \right) \exp \left( \frac{\sqrt{2} \beta}{\lambda (\tilde{T})} \right) \sin \left( \frac{\sqrt{2} \beta}{X (\tilde{T})} \right) d\beta$$ \hfill (35)

and we obtain from (35):

$$\text{Im} \left[ \hat{L}_m(\tilde{T}) \right] = -2 \sqrt{\frac{\tilde{T}}{X (\tilde{T})}} \left[ \frac{\chi (\tilde{T})}{X (\tilde{T})} \right] \int_0^\infty \phi \left( \alpha \right) \phi \left( \alpha \right) d\alpha =$$ \hfill (36)

which corresponds to result (24).
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ABSTRACT

In the present work, the forces on a spherical inclusion of one phase within a second are determined. This information is essential to completely characterize dispersed flows. Most of these two-phase flow models are empirically obtained from experiments involving single bubbles (or droplets). Their applicability to systems with high void fraction is questionable. Moreover, correlations that take into account the effect of local void fraction are rare. This paper explores the drag on spherical bubbles (or droplets) inside an idealized homogeneous bubbly flow (identical bubbles rising at the same speed). In the present work, a general relation for the drag coefficient of spherical bubbles (or droplets) depending on Reynolds number, void fraction, viscosity ratio and density ratio is developed. Analytical numerical results are compared with previous studies including experimental measurements. The results lead to a proposal for a general relation of the drag coefficient for a cloud of spherical bubbles (or droplets) inside an idealized homogeneous bubbly flow. For simplicity, spherical bubbles (or droplets) corresponding to the dispersed phase will be named “gas” or “bubbles” and the continuous phase “liquid” with the respective subscripts \( g \) and \( l \). A priori, the drag coefficient \( C_D \) depends on fluid viscosity \( (\mu_g, \mu_l) \), fluid density \( (\rho_g, \rho_l) \), bubble size (radius : \( a \)), void fraction \( (\varepsilon \) - ratio of gas volume to total volume) and bubble velocity \( (U_b) \). Assuming there are no other parameters involved such as the presence of impurities and according to the Buckingham-\( \pi \) theorem, the drag coefficient \( C_D \) is a function of four independent dimensionless numbers. We choose:

\[
\mu^* = \frac{\mu_g}{\mu_l}, \rho^* = \frac{\rho_g}{\rho_l}, Re = \frac{2\rho_l U_b a}{\mu_l} \text{ and } \varepsilon
\]

The goal of the present work is to find a general relation \( C_D = F(\mu^*, \rho^*, Re, \varepsilon) \). This relation is then compared with previous studies. The paper is divided into four sections. In the first section, we will present a brief literature review of drag coefficient models. In Section 2, analytical solutions for Stokes and Euler flows are presented. In

INTRODUCTION

In the nuclear and chemical process industries, 50% of components and piping elements operate with two-phase flows, (see e.g. [1]). The associated flow-induced vibrations can lead to structural degradation, process malfunction and component failure. Two-phase flow can create significant damping or vibration excitation forces. In the present work, the forces on a spherical inclusion of one phase in the other are determined. This information is essential to completely characterize dispersed flows. Most two-phase correlation are empirically obtained from experiments involving single bubbles (or droplets), making their applicability to systems with high void fraction questionable [2]. Moreover very few correlations available in the literature take into account the effect of the local void fraction.

This paper will explore the drag on spherical bubbles (or droplets) inside an idealized homogeneous bubbly flow. For simplicity, spherical bubbles (or droplets) corresponding to the dispersed phase will be named “gas” or “bubbles” and the continuous phase “liquid” with the respective subscripts \( g \) and \( l \). A priori, the drag coefficient \( C_D \) depends on fluid viscosity \( (\mu_g, \mu_l) \), fluid density \( (\rho_g, \rho_l) \), bubble size (radius : \( a \)), void fraction \( (\varepsilon \) - ratio of gas volume to total volume) and bubble velocity \( (U_b) \). Assuming there are no other parameters involved such as the presence of impurities and according to the Buckingham-\( \pi \) theorem, the drag coefficient \( C_D \) is a function of four independent dimensionless numbers. We choose:

\[
\mu^* = \frac{\mu_g}{\mu_l}, \rho^* = \frac{\rho_g}{\rho_l}, Re = \frac{2\rho_l U_b a}{\mu_l} \text{ and } \varepsilon
\]

The goal of the present work is to find a general relation \( C_D = F(\mu^*, \rho^*, Re, \varepsilon) \). This relation is then compared with previous studies. The paper is divided into four sections. In the first section, we will present a brief literature review of drag coefficient models. In Section 2, analytical solutions for Stokes and Euler flows are presented. In
Section 3, a numerical experiment is presented. Finally, Section 4 result are compared to an experiment. The results lead to a proposal for a general relation of the drag coefficient for a cloud of spherical bubbles. The main results are summarized in the conclusion section.

**DRAG COEFFICIENT CORRELATION**

When bubbles are small (small Bond number $Bo = 4\Delta \rho g a^2/\gamma << 1$), they are spherical and their velocities depend only on density, gravity, bubble size and liquid viscosity. For a single spherical bubble, $C_D$ is inversely proportional to Reynolds number, as proposed by Mei et al. [3]:

$$C_D = \frac{16}{Re} \left[ 1 + \frac{2}{\frac{16}{Re} + \frac{3.315}{\sqrt{Re}} + 1} \right] \quad (1)$$

The bubble terminal velocity is determined by the equilibrium between the buoyancy force on the bubble ($\Delta \rho g a^3$) and the drag force on the bubble:

$$\frac{1}{2} C_D \rho \pi a^2 U_b^2 = \frac{4}{3} \pi \Delta \rho g a^3$$

$$U_b = \frac{1}{3} \frac{\Delta \rho g a^3}{C_D Re} = \frac{1}{3} \frac{16}{C_D Re} U_0 \quad (2)$$

where $\Delta \rho = \rho_l - \rho_g$ represents the density difference and $U_0$ is a "typical" bubble velocity. The Stokes approximation ($Re << 1$) leads to $U_b/U_0 = 1/3$ while the Euler approximation ($Re >> 1$) leads to $U_b/U_0 = 1/9$.

For low Reynolds numbers, Taylor and Acrivos [4] have proposed a relation that takes into account the viscosity ratio ($\mu^*$) dependence for a bubble in an infinite liquid domain ($\epsilon = 0$), meaning no surrounding bubbles. The relation is:

$$C_D = \frac{16}{Re} \frac{2+3\mu^*}{2+2\mu^*} \left[ 1 + \frac{1}{8} \frac{2+3\mu^*}{2+2\mu^*} Re + \frac{1}{40} \left( \frac{2+3\mu^*}{2+2\mu^*} \right)^2 \frac{Re^2 \ln Re}{\gamma} \right] \quad (3)$$

This equation gives the correct drag coefficient for a solid sphere at the limit $\mu^* \to \infty$. The drag coefficient for a solid sphere is also given by the following correlation of [5] for $Re < 3.7 \times 10^5$:

$$C_D = \frac{24}{Re} \left[ 1 + 0.15 Re^{0.687} + \frac{0.0175}{1 + \frac{42500}{Re^{1.16}}} \right] \quad (4)$$

Ishii et al. [6] have proposed a relation for a droplet or small bubble at low Reynolds numbers which includes void fraction dependence:

$$C_D = \frac{24}{Re} \left( \frac{1}{1 - \epsilon} \right)^{\frac{2+5\mu^*}{2+2\mu^*}} \quad (5)$$

Equations (3) and (5) are in agreement for $\mu^* >> 1$ and $\epsilon = 0$. It is known that very small bubbles, probably due to impurities, usually behave as solid particles (equivalent to $\mu^* >> 1$).

**STOKES AND EULER FLOW ANALYTICAL SOLUTIONS**

This section attempts to derive analytical expressions for the drag coefficient taking into account void fraction. Analytical results from a simple model representing one bubble in a bubbly flow are presented. In order to model the effect of void fraction, in the bubble reference frame, we consider the stationary solution for a gas bubble of radius ($a$) centered in a liquid sphere of radius ($l$) (see Figure 1). The void fraction, which is the ratio of gas to total volume, can easily be calculated in this case as $\epsilon = a^3/l^3$. We consider an incompressible fluid flow governed by:

$$\nabla \cdot \vec{u}_g = 0 \quad (a)$$

$$\rho_g \vec{u}_g \nabla \vec{u}_g = -\nabla P_g + \mu_g \Delta \vec{u}_g \quad (b)$$

and

$$\nabla \cdot \vec{u}_l = 0 \quad (a)$$

$$\rho_l \vec{u}_l \nabla \vec{u}_l = -\nabla P_l + \mu_l \Delta \vec{u}_l \quad (b)$$

The actual pressures would include a hydrostatic pressure component and would thus be $P_l + \rho_l gz$ and $P_g + \rho_g gz$. However, the effect of the hydrostatic pressure results in the well known buoyancy force $\frac{2}{3} \Delta \rho g \pi a^3$. Thus the hydrostatic pressure component effects is already taken into account and does not have to be included explicitly. We
consider the following boundary conditions:

1. \( r = l : \) \( u_{rl} = -U_b(1 - \varepsilon)\cos \theta \)
2. \( u_{bl} = U_b(1 - \varepsilon)\sin \theta \)
3. \( r = 0 : \) \( u_{r} \) and \( u_{\theta} \) have a finite value
4. \( r = a : \) \( u_{\theta l} = u_{\theta g} \)
5. \( \tau_{r(\theta)} = \tau_{l(\theta)} \)
6. \( P_l + \Delta \rho g a \cos \theta - \tau_{l(\theta)} = P_g - \tau_{l(\theta)} - 2\gamma/a \) \( (8) \)

Conditions (1) and (2) are chosen in order to have \( \langle u_l \rangle = U_b \). This is important for the closure relations of the averaged Navier-Stokes equations. In this case, \( U_b \) is not necessarily the actual relative velocity of the bubbles but rather the velocity obtained from the unknown factors of the averaged Navier-Stokes equation (\( \langle u_g \rangle \) and \( \langle u_l \rangle \)) see e.g. [6–8].

The case \( l \to \infty \) (\( \varepsilon \to 0 \)) corresponds to the case of a single bubble in an infinite liquid volume. The influence of neighboring bubbles is set through the distance \( l \), which represents the average half distance between the bubbles and its neighbors. Condition (6) in equation (8) is never valid because the assumption of a spherical bubble was made. This condition is replaced by \( u_{rl}|_{r=a} = u_{rg}|_{r=a} = 0 \). However, the condition (6) can be used to verify the validity of the spherical shape assumption. Surface tension contributes to maintain the spherical shape against other forces. We are able to solve this problem analytically only for Stokes and Euler flows. In the case of Euler flow, the analytical solution of the equations cannot satisfy all boundary conditions. Conditions (1) and (2) are therefore replaced by \( \langle u_l \rangle = U_b \).

**EXTERNAL STOKES FLOW \( (Re << 1) \)**

In the case of external Stokes flow, considering incompressibility and symmetry and using spherical coordinates \( (r, \theta, \phi) \), and variable separation, we deduce the following solution from the vorticity equation and the boundary condition:

\[
\begin{align*}
\mathbf{u}_l &= 2 \left( C_0 \left( r^2 - a^2 \right) + C_2 \left( \frac{1}{\theta} - \frac{1}{\phi} \right) + C_3 \left( \frac{1}{\theta} - \frac{1}{\phi^2} \right) \right) \cos \theta \\
\mathbf{u}_{bl} &= -\left( 2C_0 \left( r^2 - a^2 \right) + C_2 \left( \frac{1}{\theta} - \frac{1}{\phi} \right) - C_3 \left( \frac{1}{\theta^2} + \frac{1}{\phi^2} \right) \right) \sin \theta \\
\mathbf{P}_l &= \mu_1 \left( 20C_0 r + \frac{2C_0}{\rho_l} \right) \cos \theta \\
\mathbf{a}^2 B_0 &= -\frac{1}{2F(\varepsilon)} \left( 2 - 5\varepsilon + 3\varepsilon^{5/3} \right) \\
\mathbf{a}^2 C_0 &= -\frac{U_b}{F(\varepsilon)} \left( 2 - 3\varepsilon^{5/3} + 3 \varepsilon^{5/3} + 1 - \varepsilon^{5/3} \right) \\
\mathbf{F}(\varepsilon) &= (1 - \varepsilon^{1/3})^3 \left( 4 + 6\varepsilon^{1/3} + 6\varepsilon^{2/3} + 4\varepsilon \right) \\
&+ \mu^* \left( 4 + 3\varepsilon^{1/3} - 3\varepsilon^{2/3} - 4\varepsilon \right) \\
&+ \mu^* \left( 4 + 3\varepsilon^{1/3} - 3\varepsilon^{2/3} - 4\varepsilon \right)
\end{align*}
\]

Using equation (10), the force on the bubble may be evaluated from surface stress integration:

\[
\begin{align*}
\mathbf{f} &= \int_{\phi=0}^{2\pi} \int_{\theta=0}^{\pi} \mathbf{(-P_l \tilde{t} + \tilde{t}_l)} \tilde{a} a^2 \sin \theta d\theta d\phi \\
&= -4\pi \mu_1 U_b a \left( \frac{1}{F(\varepsilon)\varepsilon} \right) \left( 2 + 3\varepsilon^{5/3} + 3 \varepsilon^{5/3} + 1 - \varepsilon^{5/3} \right) \varepsilon
\end{align*}
\]

The terminal velocity \( \mathbf{U}_b \) of the bubble is obtained from the balance between drag and buoyancy forces while the drag coefficient \( \mathbf{C}_D \) is given by \( \mathbf{C}_D = \mathbf{f}/(1/2\rho_l \pi a^2 U_b^2) \). The resulting expressions for \( \mathbf{U}_b \) and \( \mathbf{C}_D \) are:

\[
\begin{align*}
\mathbf{U}_b &= \frac{1}{3} \frac{\Delta \rho g a^2}{\mu_1} \left( \frac{F(\varepsilon)}{1 - \varepsilon} \right) \left( 4 + 6\varepsilon^{5/3} + 6\varepsilon^{2/3} + 1 - \varepsilon^{5/3} \right) \\
\mathbf{C}_D &= \frac{16}{Re} \left[ \frac{F(\varepsilon)}{1 - \varepsilon} \right] \left( 4 + 6\varepsilon^{5/3} + 6\varepsilon^{2/3} + 1 - \varepsilon^{5/3} \right)
\end{align*}
\]

In the limiting case of one bubble in an infinite liquid domain \( (\varepsilon = 0) \), the above expression reduces to

\[
\mathbf{C}_D = \frac{16}{Re} \left[ \frac{2 + 3 \mu^*}{2 + \mu^*} \right]
\]

This result is in accordance with equation (3) proposed by [4] for \( \varepsilon = 0 \). Equation (12) is a new result for the drag coefficient of a bubble in a two-phase mixture, as-

**INTERNAL FLOW**

For the internal flow, a Navier-Stokes solution exists known as the Hill vortex.

\[
\begin{align*}
\mathbf{u}_{rl} &= 2B_0 \left( r^2 - a^2 \right) \cos(\theta) \\
\mathbf{u}_{bl} &= -2B_0 \left( r^2 - a^2 \right) \sin(\theta) \\
\mathbf{P}_r &= 20B_0 \mu_1 r \cos \theta \\
&+ \rho_0 B_0 \left( 4r^4 - 6a^2 r^2 \sin^2 \theta - 2r^4 + 4a^2 r^2 \right)
\end{align*}
\]

Euler or convective component

Note that the difference between Stokes and Navier-Stokes solutions lies in the pressure component due to the convective terms.
suming an external Stokes flow. This result extends the expression for \( C_D \) to all values of the void fraction \( \varepsilon \).

**EXTERNAL EULER FLOW WITH BOUNDARY LAYER CORRECTION \((Re >> 1)\)**

The case of external Euler flow is considered next. Similarly to the approach taken for the Stokes flow solution, the stationary Euler vorticity equation is used. Considering boundary condition: \( u_t |_{r=a} = 0 \) and the condition \( \langle u_t \rangle = U_b \) we deduce the following radial and tangential velocities and pressure:

\[
\begin{align*}
  u_t &= -U_b \left(1 - \frac{a^3}{r^3}\right) \cos \theta \\
  u_{\theta t} &= U_b \left(1 + \frac{a^3}{2r^3}\right) \sin \theta \\
  P_l &= -\rho_l U_b^2 \left[\left(\frac{3a^3}{2r^3} - \frac{3a^6}{8r^6}\right) \sin^2 \theta - \frac{a^3}{r^3} + \frac{a^6}{2r^6} + C_2\right]
\end{align*}
\]

(14)

We cannot satisfy both the boundary conditions (8-1) and (2)). We choose to respect only the condition \( \langle u_t \rangle = U_b \), since it is a central condition for the averaged Navier-Stokes equations. Moore [9] proposed a boundary layer correction for \( \varepsilon = 0 \) and found:

\[
C_D = \frac{48}{Re} \left[1 - \frac{2.2}{\sqrt{Re}} + 0(Re^{-5/6})\right]
\]

(15)

Following the same procedure as Moore a new boundary layer correction is derived, a new boundary layer correction valid only for \( \mu^* \ll Re \) is proposed

\[
\begin{align*}
  u_{t r} &= \frac{U_b}{Re} \frac{4\chi(\theta)}{3} \left[\tau F(\tau) - \left(1 - \frac{\cos \theta}{2}\right) \left(6 + 9\mu^*\right) \text{erf}(\tau)\right] \\
  u_{\theta \phi} &= U_b \frac{2\chi(\theta)}{Re} F(\tau) \sin \theta \\
  \tau &= \sqrt{\frac{Re}{8\chi(\theta)}} (r/a - 1) \\
  F(\tau) &= -\left(6 + 9\mu^*\right) \left[1 - \frac{1}{\sqrt{\pi}} e^{-\tau^2} - \tau (1 - \text{erf}(\tau))\right] \\
  \chi(\theta) &= \frac{1}{18} \left(\frac{\cos(3\theta) - 9\cos \theta + 8}{\sin^4 \theta}\right)
\end{align*}
\]

(16)

To be able to follow the procedure by Moore, some assumptions about the pressure needed to be made. This leads to an incorrect value of the pressure field especially at the interface. The force on the bubble can then only be deduced through the total dissipation in the liquid domain which needs to be equal to the power of the drag forces (see [10]). We can finally deduce the velocity of the bub-

\[\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure1.png}
\caption{Geometry of the problem of a single bubble.}
\end{figure}\]

ble from the balance between drag and buoyancy forces and the drag coefficient \( C_D \):

\[
C_D = \frac{48}{Re} \left[1 - \frac{1.9}{\sqrt{Re}} - \frac{5.35(1 + 1.5\mu^*) - 3.44(1 + 1.5\mu^*)^2}{\sqrt{Re}}\right]
\]

(17)

This relation is in accordance, for \( Re >> 1 \) and \( \varepsilon = 0 \) with the relation (1). For \( \varepsilon = \mu^* = 0 \):

\[
C_D = \frac{48}{Re} \left[1 - \frac{1.9}{\sqrt{Re}}\right]
\]

(18)

This result is in accordance with Moore for \( \varepsilon = \mu^* = 0 \) except for the factor 1.9 instead of 2.2. We probably do not have the same integral resolution. The new relation (17) extends the drag formulation for \( \varepsilon \neq 0 \) and \( \mu^* \neq 0 \).

**NUMERICAL SOLUTIONS**

In order to confirm and even improve the new relation we have proposed for the drag coefficient \( (C_D) \), numerical experiments have been carried out by varying Reynolds number \( Re \) (from 0.01 to 300), void fraction \( \varepsilon \) (from 10\(^{-6}\) to 0.6), viscosity ratio \( \mu^* \) (from 0.02 to 50) and density ratio \( \rho^* \) (from 10\(^{-3}\) to 10\(^{3}\)).

**NUMERICAL SOLUTION STRATEGY**

Figure 1 shows the geometry of the problem solved both numerically and analytically. Figure 2 shows the geometry of a more realistic case of a five bubble train. This
problem was solved with two types of boundary conditions, one with $u = U_b(1 - \varepsilon), v = 0$ for $r = l$ named later on the “Dirichlet case” and one with $u = “Free”, v = 0$ for $r = l$ named later on the “Neumann case”. Both cases have for inlet and outlet condition : $u = U_b(1 - \varepsilon), v = 0$. A finite element code was used to solve the incompressible Navier-Stokes equations in an axisymmetric frame of reference (the central axis of rotation is noted by a dash-dot line). A Taylor-Hood element was selected for both domains (external flow and flow within the bubble). The fluid velocity is discretized using 6-node quadratic elements, while fluid pressure is discretized by piecewise linear continuous functions. The mixed method is used in which the pressure is a Lagrange multiplier.

The tangential condition is satisfied via another Lagrange multiplier which enforces the non-penetration of fluid across the bubble boundary. An interface allows matching of the inner bubble boundary velocity to the outer bubble boundary velocity (Eq. (8)-4). Similarly, continuity of interface tangential loads is also enforced, (Eq. (8)-5).

Dirichlet boundary conditions are imposed on the outer boundary of the domain. This means that the pressure needs to be set at only one point in the fluid domain. Symmetry conditions are imposed on all axial boundaries (dash-dot line). Finally, for all cases, we extract the total drag by integrating reactions on the outer boundary of the bubble.

Linearization of the flow equations accounts for all implicit dependencies to ensure quadratic convergence of Newton’s method [11]. The resulting sparse matrix system is solved using the PARDISO software, [12, 13].

A convergence study has been performed to ensure that the results are obtained with sufficient numerical accuracy. Simulations were performed for a representative case corresponding to $\varepsilon = 20\%$ for a multi-bubble configuration, with $Re = 100$, $\mu^* = 0.02$ and $\rho^* = 10^{-3}$, and Dirichlet conditions $u = U_b(1 - \varepsilon), v = 0$. Results, in terms of drag coefficient values, are summarized in Table 1. From this table we deduced that taking a bubble train of 5 bubbles and 24662 nodes is sufficient to ensure accuracy to 3 or 4 significant digits while keeping the computational time reasonable.

### TABLE 1: Left: convergence with respect to the number of nodes, right: convergence with respect to the number of bubbles.

<table>
<thead>
<tr>
<th>nb of nodes</th>
<th>$C_D$</th>
<th>nb of bubbles</th>
<th>$C_D$</th>
</tr>
</thead>
<tbody>
<tr>
<td>219</td>
<td>1.37657</td>
<td>1</td>
<td>1.22008</td>
</tr>
<tr>
<td>2018</td>
<td>1.14649</td>
<td>3</td>
<td>1.10543</td>
</tr>
<tr>
<td>2198</td>
<td>1.10445</td>
<td>5</td>
<td>1.10505</td>
</tr>
<tr>
<td>24662</td>
<td>1.10505</td>
<td>7</td>
<td>1.10496</td>
</tr>
<tr>
<td>94418</td>
<td>1.10516</td>
<td>9</td>
<td>1.10513</td>
</tr>
<tr>
<td>188891</td>
<td>1.10517</td>
<td>11</td>
<td>1.10503</td>
</tr>
</tbody>
</table>

### COMPARISON WITH ANALYTICAL RESULTS FOR THE CASE OF ONE BUBBLE (cf. fig. 1)

The non dimensionalization process allows us to choose $a = 0.5, U_b = 1$ and $\mu_t = 1$, which means : $Re = \rho_t, \rho^* = \rho_g/\rho_t, \mu^* = \mu_g$ and $\varepsilon = 0.5^3/1^3$. We choose to seek solutions for the following combinations of parameters :

$$
\rho^* = 10^{-3}, 1, 10^3
\mu^* = 0.02, 0.1, 0.5, 2.5, 12.5, 50
Re = 0.01, 0.1, 1, 10, 100, 300
l = 0.59(60\%), 0.68(40\%), 0.79(25\%), 1(12.5\%),
2.5(0.8\%), 5(0.1\%), 10(0.0125\%), 50(0.0001\%)
$$
For a bubble surrounded by an outer infinite liquid domain, very good agreement is obtained between the numerical Navier-Stokes solutions and the relations of Mei et al. [3] and the relation of Taylor and Acrivos [4]. In order to evaluate the maximum Reynolds number for which Stokes assumption remains valid, computational results and analytical results are compared in Figures 3(a), 3(b). Very good agreement with analytical results for Stokes flow is achieved for $Re < 10$ and for all Reynolds number (0.01 to 300) in the case of void fractions higher than 10% ($\varepsilon > 0.1$). In each graph, the results for the three different density ratios are presented. They are so close that we are not able to distinguish the different points except for $Re = 100$ where we can see a small difference.

As shown on Figure 3(b), the new relation (17) is a good model for low void fractions and takes into account relatively well the influence of $\mu^*$ while viscosity ratio remains small relative to Reynolds number ($\mu^* << Re$) and for sufficiently high Reynolds number $Re \geq 100$. For high Reynolds number flows ($Re \geq 100$), the influence of void fraction is not important when $\varepsilon < 1\%$, which was not the case for low Reynolds number flows.

As suggested by the results presented in Figures 3(a),3(b), even for high Reynolds number, if the void fraction is higher than 10%, Stokes flow is more representative of reality than Euler flow. When the flow is confined, viscous effects are generally more important than inertial effects. Even a low void fraction corresponds to a relatively small average distance between bubbles, consequently liquid flow is closer to liquid film flow between the bubbles rather than infinite liquid domain flow. This explains why the Stokes flow model is a better approach than the Euler flow model.

NUMERICAL RESULTS OF DRAG COEFFICIENT FOR MORE REALISTIC CASES

The agreement between numerical and analytical results gives confidence in the accuracy of both the numerical and the analytical calculations. We can therefore now study more realistic cases. The previous case allows us to obtain an analytical solution but does not take into account the wakes of surrounding bubbles. To investigate this, the problem presented in Figure 2 was solved. Several computations were done varying the number of bubbles in a bubble train. The bubbles are separated by a distance $2l$ inside a tube of radius $l$. As shown in Table 1, a train of five bubbles is sufficient to eliminate any variation of the $C_D$ of the central bubble by adding more bubbles in the train. Solutions for a train of five bubbles were obtained for the following combinations of parameters :
\( \mu^* = 0.02, 0.1, 0.5, 1.25, 25, 50 \)
\( Re = 0.01, 0.1, 1, 10, 100, 300 \)
\( \varepsilon = 0.0001\%, 1\%, 2\%, 5\%, 10\%, 20\%, 30\%, 40\%, 45\%, 50\% \)

To evaluate the wake effect, numerical results of the drag coefficient obtained for a single bubble and those for the central bubble of a five bubble train were compared. The wake effect on the drag coefficient for the Dirichlet cases is fairly small except for high Reynolds numbers and high viscosity ratios. The effect in Neumann case is larger than for the Dirichlet case, but remains 30% below for Reynolds numbers lower than 10 and never exceed 50%. Since the effect of confinement is much larger than the wake effect, we conclude that confinement is the main effect governing drag variation. It follows that a model with one bubble will therefore represent reality quite well. Adding additional terms to take into account high Reynolds numbers, we arrive at the following newly proposed correlation:

\[
C_D = \frac{16}{Re} \left( 1 + \frac{2 \left( 2 + 3 \mu^* \right)}{2 + 2 \mu^*} \right)^2 \frac{1 - \varepsilon}{\left( 1 - \varepsilon^{1/3} \right)^3} + \frac{P_1 + \mu^* P_2}{P_3 + \mu^* P_4}
\]

with:

\[
P_1 = 4 + 6 \varepsilon^{5/3}
\]
\[
P_2 = 6 - 6 \varepsilon^{2/3}
\]
\[
P_3 = 4 + 6 \varepsilon^{1/3} + 6 \varepsilon^{2/3} + \varepsilon
\]
\[
P_4 = 4 + 3 \varepsilon^{1/3} - 3 \varepsilon^{2/3} - 4 \varepsilon
\]
\[Re_c = 33 + 50000 \varepsilon\]

The transition from Stokes flow like to Euler flow like behavior occurs at the critical Reynolds number \( Re_c \). The proposed formula takes into account the void fraction dependence. Figure 4 shows the agreement between correlation (19) and the numerical results for Neumann cases. The value of the drag coefficient from the correlation gives a maximal relative error of 47% compared to numerical values and an average relative error of 18%. For the Dirichlet cases (fixed boundary condition), the effect of confinement is more important and we obtain a good correlation by multiplying the void fraction by 1.5 in the previous relation. For the Dirichlet cases, the value of the drag coefficient from the correlation (19) gives a maximum error of 36% relative to numerical values and an average relative error of 16%. Figure 5 shows the agreement between the correlation (eq. (19)) and numerical results for the Dirichlet cases. As we can see the correlation is more accurate in the Dirichlet cases. Generally the error increases with void fraction, reflecting the difficulty in estimating the effect of surrounding bubbles on the drag.

Figure 6 presents, respectively, the influence of Reynolds number \( Re \), void fraction \( \varepsilon \) and viscosity ratio \( \mu^* \) on the bubble terminal velocity \( U_b \) in the Dirichlet cases. The drag coefficient rises dramatically with void fraction, essentially due to confinement and consequently the terminal velocity decreases significantly. The previous comparison between one bubble and five bubbles leads to the conclusion that the wake influence is most of the time less than 10% of total drag. The drag coefficient rises with viscosity ratio. The value of \( \mu^* \sim 1 \) corresponds to the transition between an approximately free surface condition and an essentially solid surface condition (no slip). The dimensionless terminal velocity decreases with Reynolds number. For void fractions \( \varepsilon \geq 1\% \), transition between Stokes and Euler flow occurs for \( Re_c > 300 \). For very low void fractions \( Re_c \sim 33 \) is the transition from Stokes to Euler flow. As the previous results suggest, gas density has no effect on drag coefficient and consequently none on the dimensionless terminal ve...
Figure 6: Numerical and Correlation (cf. Eq. (19)) comparison of dimensionless terminal velocity for different void fraction for Dirichlet case.

Comparison with empirical results

The only experimental study of an idealized bubbly flow (same size bubble) with sufficient small bubble, that we are aware of in the open literature, is the study of Roig et al. [14]. In their experiment, the mean bubble diameter varies from 1.14mm to 2.38mm and the void fraction from 0.3% to 14%. For a single air bubble in water, bubbles bigger than 1.3mm are deformed and their terminal velocities do not vary much with their diameter. The figure 7 show the comparison of terminal velocity expected by the new model cf. eq. (19) and their experiments.

Figure 7: Bubble terminal velocity for bubble of 1.3 mm diameter and experiment from Roig et al. [14]

Conclusion

This paper proposes a relation for the drag coefficient of spherical bubbles or droplets for Reynolds numbers, $Re$, less than 300, void fractions $\varepsilon$ up to 50%, and viscosity and density ratios ($\mu^*, \rho^*$) between $10^{-3}$ and $10^3$. For simplicity the term ‘gas’ has been used to described the fluid in the dispersed phase. However, considering the ratios of density and viscosity studied, liquid droplets are also taken into account in the new relations proposed in the paper. For practical cases, only solid spheres are able to reach Reynolds numbers significantly larger than 1 000 while remaining spherical. The proposed relations is therefore useful for all fluid-fluid cases.

More work remains to be done to evaluate the drag coefficient for larger bubbles. However, the present work shows that the slip ratio is very small for bubbly flow. Moreover, even if the boundary condition in the present work were idealized, we think that in almost all practical cases of bubbly flow, the flow around a bubble can be considered as Stokes flow. The void fraction, $\varepsilon$, has a major effect on the drag essentially through confinement. The proposed relation can be used to construct a two-phase flow model for bubbly flow.

The present work proposes an improvement of the closure relation for the drag coefficient ($C_D$) compared to previous works. Previous work generally deduced forces on bubbles from potential flow, which as we have shown is not realistic. In Stokes flow the variation of forces due to void fraction have a much stronger effect than for Euler flow conditions (previous models). The dependence of in-
terface forces with void fraction is of utmost importance because it drives the variation of void fraction. Void fraction variation and flow pattern are known to be the major causes on severe fluid structure interaction in two-phase flows.
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ABSTRACT
This paper presents a study of the bistable phenomenon which occurs in the turbulent flow impinging on a tube bank. Time series are obtained with the constant temperature hot wire anemometry technique in an aerodynamic channel. The state space of the simplified geometry of two side-by-side circular cylinders is reconstructed with both axial and transversal velocity components, and show that, although distorted, the resultant geometric object are similar in appearance. The flow after two rows tube bank of triangular arrangement are also studied and its experimental time series present a bistable characteristic, where the state space reconstruction presents a similar behavior with the simplified geometry of two side-by-side circular cylinders.

NOMENCLATURE
Ac Critical limit
C_L(τ) Autocorrelation function
d Dimension
d_E Embedding dimension
D Diameter - m
f Frequency - Hz
fs Sampling frequency - Hz
j Index
k Data point
P Pitch - m
R_A Typical size of the attractor
R_d(k) Distance between a given point and its nearest
Re Reynolds number (u.D/ν)
R_F Critical distance
S Strouhal number (f.D/u)
s(n) Scalar measurement
\bar{σ} Mean value
t Time - s
u Reference velocity - m/s
ν Kinetic viscosity - m²/s

INTRODUCTION
Banks of tubes or rods are found in several engineering applications, like nuclear and process industries, being the most common geometry used in heat exchangers. Tube banks are the usual simplification for fluid flow and heat transfer in the study of shell-and-tube heat exchangers, where the coolant is forced to flow transversely to the tubes by the action of baffle plates. The cross flow passing a tube in a bank is strongly influenced by the presence of the neighboring tubes. The turbulent flow impinging on two circular cylinders placed side-by-size presents a floppy and random phenomenon that changes the flow mode. This behavior is called in the literature as bistable flow and is characterized by a wide near-wake behind one of the cylinders and a narrow near-wake behind the other, which generates two dominant Strouhal numbers, each one associated with one of the two wakes formed: the wide wake is associated with a lower Strouhal number and the narrow wake with a higher one.

New studies performed with new techniques are justified to better understand this complex phenomenon, since the flow induced vibration and structure-fluid interaction are very dependent of the arrangement or configuration of the cylinders and since bistability can be an additional excitation mechanism on the tubes.

Inside tube banks with square arrangements was observed the presence of instabilities, generated after the second row of the tube bank, which propagates to the interior of the bank [1, 2]. This study were performed by using wavelets transforms and flow visualizations, and the three-dimensional behavior of the flow is responsible for a mass redistribution inside the bank that leads to velocity values not expected for the studied geometry, according to the known literature. This behavior was also observed after the second row of a tube bank with triangular
The bistable phenomenon in an appropriate embedding dimension. This process is associated to the phenomenon of bistability known in the flow on two cylinders side-by-side.

Experimental investigations on normal triangular tube arrays has been explored in literature [4, 5, 6], and a series of different techniques has been applied to understand the complex and unsteady behavior of the turbulent flow impinging on the tubes. The structure of the flow on this configuration for P/D=1.58 is unstable and the jet switching is observed even when geometric symmetry is broken. The surface pressure fluctuations observed in a jet switching is correlated along the cylinder, although, the special behavior is complex. However, vortex shedding and acoustic resonance are well correlated.

Chaotic time series are observed routinely in experiments on physical systems and in observations in the field [7]. Although unknown, the study of the dynamic process of bistability can reveal new features about the chaotic behavior of these time series, and the first step of this process is to reconstruct the state space of the phenomenon in an appropriate embedding dimension.

A way to reconstruct a near-equivalent attractor from single-variable time series was suggested from their derivatives to know the dynamics of a system [8]. Another theorem shows that it is not necessary to calculate the derivatives to form a coordinate system to capture the structure of orbits in phase space [9]. It could directly use lagged variables to create a vector in d dimensions [7]. Although the new geometric object is distorted, it is similar in appearance, and the topological properties are preserved.

A method to calculate the average exponential rates of divergence or convergence of nearby orbits in state space is through the Lyapunov exponents of the state space reconstructed [10]. Any system containing at least one positive Lyapunov exponent is defined to be chaotic, with the magnitude of the exponent reflecting the time scale on which system dynamics become unpredictable, and the technique of state space reconstruction with time delay coordinates can provide a basis to obtain from such a time series an attractor whose Lyapunov spectrum is defined to that of the original attractor.

**THE BISTABLE EFFECT**

According to the literature, the cross steady flow trough circular cylinder with same diameter (D) placed side-by-side can present a wake with different modes, depending on the pitch-to-diameter ratio P/D [11]. For intermediate pitch ratios (1.2 < P/D < 2.0), the flow is characterized by a wide near-wake behind one of the cylinders and a narrow near-wake behind the other, as shown schematically in Fig. 1a and Fig. 1b. This phenomenon generates two dominant vortex-shedding frequencies, each one associated with a wake: the wide wake is associated with a lower frequency and the narrow wake with a higher one. The switching of the gap flow, which is biased toward the cylinder, from one side to other at irregular time intervals, is therefore known as a flip-flopping regime or bistable flow regime [12].

Figure 1 presents a link between the wakes patterns (Figs. 1a and 1b) and a velocity measurement technique, performed by the hot wire anemometry technique (Fig. 2). The velocity signals are measured downstream the cylinders, along the tangent to their internal generatrices, where one switching mode can be observed (modes 1 and 2). Previous studies show that this pattern is independent of Reynolds number, and it is not associated to cylinders misalignment or external influences, suggesting that bistability is an intrinsically feature of the flow. The transition between the asymmetric states is completely random and it is not associated with a natural frequency. Through dimensional analysis, it was observed that the mean time between the transitions is on order $10^3$ times longer than vortex shedding period, and the mean time intervals between the switches decreases with the increasing of Reynolds number. There is no correlation between the bistable feature and the vortex shedding, due to the fact that Strouhal numbers are relatively independent from the Reynolds numbers [13].

![FIGURE 1: BISTABILITY SCHEME FOR (a) MODE 1 AND (b) MODE 2.](image1)

![FIGURE 2: CHARACTERISTIC HOT WIRE ANEMOMETRY SIGNALS OF FIG. 1.](image2)
FUNDAMENTALS

Experimental data typically consist of discrete measurements of a single observation. In the literature [14, 9, 15], a state space reconstruction of experimental time series can be performed using time-delay coordinates, from scalar measurements \( s(n) = s(t_0 + nT) \).

The main idea is that the lagged variables \( s(n+T) = s(t_0 + (n+T)T) \) can be used to form a coordinate system to capture the structure or orbits in phase space, where \( T \) is some integer to be determined.

The required coordinates can be provided by using a collection of time lags to create a vector in \( d \) dimensions \( y(n) = [s(n), s(n+T), s(n+2T), \ldots, s(n+(d-1)T)] \).

By selecting a variable, e.g. \( x(n) \), of an attractor with coordinates \( [x(n), y(n), z(n)] \), and using a 3-vector of time delayed variables \( [x(n), x(n+dT), x(n+2dT)] \) in \( \mathbb{R}^3 \), a geometric object similar in appearance to the original geometric portrait of the attractor is observed, though somewhat distorted. This distortion is due to the difference between \( [x(n), x(n+dT), x(n+2dT)] \) and \( [x(n), y(n), z(n)] \).

The procedure of choosing sufficiently large dimension \( d \) is called as embedding, and the selected dimension is called an embedding dimension \( d_E \). For any large enough dimension achieved (\( d \geq d_E \)) will also provide an embedding.

By using delay coordinates to reconstruct an attractor, an embedding of the original attractor is obtained for any sufficiently large dimension \( d \) and almost any choice of time delay \( \tau \) [9]. However, to obtain accurate properties of the attractor and to extract physics from the data, this estimation requires some care in choosing these two parameters.

a) Selecting the time delay

If the time delay \( T \) is chosen too small, the coordinates \( s(n+jT) \) and \( s(n+(j+1)T) \) will not be distinguished from each other, since their numerical values are closed, and the reconstructed attractor will be compressed around the diagonal \( y = x \). In other words, there will be a linear dependence between the delayed values, which does not occur with the real components \( x \) and \( y \). On the other hand, if \( T \) is chosen too large, the lagged coordinates will be completely independent of each other in a statistical sense, and the reconstructed attractor will cover the whole phase space. A time delay \( T \) of the order of the autocorrelation function \( C_L(\tau) \) can be computed, and looking for the time lag where \( C_L(\tau) \) first passes through zero.

The autocorrelation function is defined as

\[
C_L(\tau) = \frac{1}{N} \sum_{m=1}^{N} [s(m+\tau) - \bar{s}] [s(m) - \bar{s}],
\]

where \( \bar{s} = \frac{1}{N} \sum_{m=1}^{N} s(m) \).

This criterion ensures that the next coordinate points are linearly independent, but not completely uncorrelated, providing a good hint of a choice for \( T \). However, this only expresses the independence of the coordinates in a linear fashion.

b) Selecting the embedding dimension

The goal of the reconstruction theorem is to provide a Euclidean space \( \mathbb{R}^d \) large enough, so that the set of points of dimension \( d_A \) can be unfolded without ambiguity [7].

However, depending on the characteristics of the attractor, a reconstruction in a space dimension smaller than \( R^d \) may be sufficient to reveal all its metric structure.

Since the dimension of an attractor associated with an experimental data is not known \textit{a priori}, a dose of experimentation is necessary to evaluate and interpret the obtained results.

A method was proposed to determine the minimum size necessary to embed an attractor [16]. This task can be performed by counting the number of false neighbors for each of its points. When the number of false neighbors drops to zero, the attractor will have been sufficiently “unfolded”, and it is possible to identify the smaller immersion able to represent it adequately.

In this work, this method called \textit{false nearest neighbors} was applied to choose the embedding dimensions of the reconstructions. False neighbors are identified by two concurrent tests. Let \( R^2_j(k) \) be the square of the distance between a given point \( k \) and its nearest \( k^{(1)} \) in a reconstructed attractor with dimension \( d \). If \( k^{(1)} \) is a false neighbor, \( R^2_j(k) \) probably greatly increase when going from dimension \( d \) to dimension \( d+1 \). Thus, \( k^{(1)} \) is a false neighbor if

\[
\left[ \frac{R^2_{j+1}(k) - R^2_j(k)}{R^2_j(k)} \right]^{1/2} > R_T,
\]

where \( R_T \) is a critical distance.

However, this criterion is a necessary condition but not sufficient to identify the false neighbors. Due to the finite number of points used in practice, the distance to the nearest neighbor point may be on the order of size of the attractor. Let \( R_A \) be a typical size of the attractor, then \( R_A(k) \sim R_A \) and \( R_{d+1}(k) \sim 2R_A \) for a false neighbor. Thus, a further condition may be established, so that

\[
\frac{R_{d+1}(k)}{R_A} > A_C,
\]

where \( A_C \) is a critical limit.

A neighbor is considered false if it satisfies both conditions (2) and (3).
EXPERIMENTAL APPARATUS

The aerodynamic channel used in the experiments is made of acrylic, with a rectangular test section of 0.146 m height, width of 0.193 m and 1.02 m of length (Fig. 3a). The air is impelled by a centrifugal blower of 0.64 kW, and passes through two honeycombs and two screens, which reduce the turbulence intensity to about 1% in the test section. Upstream the test section, placed in one of the side walls, a Pitot tube measures the reference velocity of the non-perturbed flow. Data acquisition is performed by a 16-bit A/D-board (NATIONAL INSTRUMENTS 9215-A) with USB interface. The acquisition frequency of time series was of 1 kHz, and a low-pass filter of 300 Hz was used to avoid aliasing. The circular cylinders, with external diameter of 25.1 mm, are made of Polyvinyl chloride (PVC), are rigidly attached to the top wall of test section and their extremities are closed. The probe support is positioned with 3D transverse system placed 200 mm downstream the outlets. The measurements were performed aligning the probes along the tangent to the external generatrices of the tubes. The mean error of the flow velocity determination with a hot wire was about +/- 3%. The Reynolds number of the experiment is 21,000, computed with the tube diameter and the reference velocity of 12.9 m/s. The velocity of the flow and its fluctuations are measured by means of a DANTEC StreamLine constant hot-wire anemometry system. One double straight/slant hot wire probe (type DANTEC 55P71 Special) and a single hot wire probes (type DANTEC 55P11) were used in the experiments, where their positions are show in Fig. 3b and Fig. 3c, respectively. The double probe has a straight wire perpendicular to the main flow, and a slant wire 45° with the probe axis. The single probe has the wire perpendicular to the main flow.

FIGURE 3: SCHEMATIC VIEWS: (a) AERODYNAMIC CHANNEL. PROBE POSITIONS FOR: (b) TWO SIDE-BY-SIDE CIRCULAR CYLINDERS AND (c) TWO ROWS TUBE BANK.
RESULTS

The time series of axial velocity and transversal velocity of the flow on the simplified geometry of two side-by-side circular cylinders are shown in Fig. 4a and Fig. 4b, respectively, where some changes between two distinct velocity levels are observed. The autocorrelation function for both velocity signals are shown in Fig. 4c and Fig. 4d, respectively, where a similar behavior is observed. In addition, the numerical values when these functions first passes through zero are nearly equal. The state space reconstructions of the axial velocity for \( d = 2 \) and \( d = 3 \) are presented in Fig. 5a and Fig. 5b, respectively. For the transversal velocity component, the reconstructions for the same embedding dimensions are presented in Fig. 6a and Fig. 6b, respectively. Although distorted, the resultant geometric objects are similar in appearance, what suggests that the target attractor is well reconstructed.

FIGURE 4: EXPERIMENTAL TIME SERIES OF BISTABLE FLOW FOR TWO SIDE-BY-SIDE CIRCULAR CYLINDERS: (a) AXIAL VELOCITY AND (b) TRANSVERSAL VELOCITY. CHOOSING THE AUTOCORRELATION FUNCTIONS FOR THE TIME DELAY: (c) AXIAL VELOCITY AND (d) TRANSVERSAL VELOCITY.

FIGURE 5: STATE SPACE RECONSTRUCTIONS FOR TWO SIDE-BY-SIDE CIRCULAR CYLINDERS: (a) AXIAL VELOCITY WITH \( d = 2 \), (b) AXIAL VELOCITY WITH \( d = 3 \), (c) TRANSVERSAL VELOCITY WITH \( d = 2 \) AND (d) TRANSVERSAL VELOCITY WITH \( d = 3 \).
A comparison between the reconstructions of the state space of both velocity components with $d = 2$ (Fig. 5a and Fig. 5d) and the components observed as an ordered pair of data (Fig. 6) show a qualitatively similar. Although the points are dispersed over a large area, two concentrations are observed in all cases, showing that the bistable characteristic of the flow is preserved not only in the phase space reconstructions performed, but also when the velocity components are observed together. In this case, the path or temporal trajectory of the flow in the measurement plan is observed.

![FIGURE 6: AXIAL AND TRANSVERSAL VELOCITY COMPONENTS OBSERVED AS AN ORDERED PAIR OF DATA.](image)

The flow after two rows tube bank of triangular arrangement is also studied and its experimental time series present a bistable characteristic (Fig. 7a), with changes in the mean velocity levels. The autocorrelation function for the signal is shown in Fig. 7b. The state space reconstructions of the axial velocity for $d = 2$ and $d = 3$ are shown in Fig. 8a and Fig. 8b, respectively, and presents a similar behavior with the simplified geometry of two side-by-side circular cylinders.

Two areas of concentration points are observed in all reconstructions.

A sensible dependence in the choice of time delay was observed in the reconstruction process.

![FIGURE 7: (a) EXPERIMENTAL TIME SERIES OF BISTABLE FLOW FOR TWO ROWS TUBE BANK. (b) CHOOSING THE TIME DELAY FROM THE AUTOCORRELATION FUNCTIONS.](image)
CONCLUSIONS

This work presents a study about the bistable phenomenon on the simplified geometry of two side-by-side circular cylinders and on two rows tube bank. Time series of the phenomenon under study are obtained with an experimental technique and used as input data to perform a state space reconstruction.

The state space of the simplified geometry of two side-by-side circular cylinders is reconstructed with both axial and transversal velocity components, and show that, although distorted, the resultant geometric object are similar in appearance. A comparison between the reconstructions of the state space of both velocity components with $d = 2$ and the components observed as an ordered pair of data, to observe the path or temporal trajectory of the flow in the measurement plan, showed that they are qualitatively similar.

The flow after two rows tube bank of triangular arrangement show the present of bistability, and the state space reconstruction presents a similar behavior with the simplified geometry of two side-by-side circular cylinders.

Two areas of concentration points are observed in all reconstructions, and a sensible dependence in the choice of time delay was observed in the reconstruction process.
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ABSTRACT
The present work addresses the question of the fluid dynamics origin of period forces measured in a normal triangular array subjected to two-phase cross-flow. The question of the origin of periodicities in two-phase cross-flow is an important fundamental question. Knowledge of the origin of these forces is an important starting point for the development of correlations or models for the estimation of force frequencies and magnitudes. In single phase flow, periodic forces are commonly associated with vorticity shedding or shear layer oscillations within the tube array. These mechanisms are, however, absent or only poorly defined for two-phase flows.

Detailed flow measurements, employing multiple optical probes, have been conducted in a normal triangular tube array having pitch spacing P/D=1.5. Correlation analysis with simultaneously measured fluid forces confirmed the existence of two fundamental excitation mechanisms generating (nearly) periodic forces. The first is a quasi-constant frequency bundle scale mechanism while the second we call a slug ‘shedding’ mechanism having a frequency dependent on flow velocity.

INTRODUCTION
Flow periodicities in tube arrays are known to be an important source of excitation in cross-flow. For single phase flows, the flow periodicities have been extensively measured and maps of associated Strouhal numbers drawn, [1]. For a given tube array, the risk of periodicity induced excitation can be estimated by investigating the possibility of resonance between tube natural frequencies and the measured frequencies. It is interesting to note that the origin and nature of these flow periodicities has not been investigated in detail although it is generally known that they must be related to vorticity shedding and/or free shear layer oscillations or instabilities for single phase flows.

Until recently, it was believed that two-phase cross-flows could not generate well defined periodicities – for which a Strouhal number can be defined – as in the case of single phase flows; (we remark, however, that internal two-phase flows are known to undergo transition into the highly periodic slug flow pattern following a destabilization of the bubbly flow regime). Two-phase cross-flow induced-vibration has mainly been attributed to two mechanisms – random turbulence excitation and fluidelastic instability, [2]. Recently, however, a third mechanism, associated with quasi-periodic excitations has been observed in triangular tube bundles [3,4]. These quasi-periodic forces were also shown to be the mechanism driving the flexible tube dynamics in the normal triangular tube bundle [4,5]. Although these forces were precisely characterized, e.g. in [6], their exact origin is not yet understood. A goal of the present work is to shed some light on the nature and origin of these quasi-periodic forces. To this end, detailed experiments using a normal triangular tube bundle are carried out. Fluid force and flow measurements are carried out and a correlation...
EXPERIMENTAL SETUP AND TEST PROCEDURE

To precisely define the two-phase flow several important parameters are first defined here. To identify the flow conditions in the experimental study, the homogeneous void fraction $E$ was primarily used. However, the local void fraction $H$ was also measured using optic probes. The latter defines more precisely the local two-phase flow. The homogeneous void fraction $E$ and the void fraction $H$ are defined as:

$$E = \frac{Q_g}{Q_{g} + Q_{l}}$$  \hspace{1cm} (1)$$

$$H = \frac{V_g}{V_{g} + V_{l}}$$  \hspace{1cm} (2)$$

where $Q_g$ and $Q_l$ are, respectively, the gas and liquid volumetric flow rates and $V_g$ and $V_l$ the gas and liquid volumes. The pitch velocity $U_p$, which is a convenient reference velocity for tube bundles is also defined as

$$U_p = U_{\infty} \frac{P}{P - D}$$  \hspace{1cm} (3)$$

where $U_{\infty}$ is the homogeneous free-stream velocity, $P$ the tube pitch and $D$ the tube diameter.

The experimental air-water test loop is described in detail in [6]. The key components of the loop include a 30 l/s variable speed pump and a compressed air system supplying up to 500 scfm. The rectangular test section (229x191mm) contains 25 fixed tubes, 10 fixed half-tubes, 6 instrumented tubes and 6 optical fiber probes as shown in Fig. 1. The tubes have a relatively large diameter (38 mm) to allow for detailed flow measurements. The pitch-to-diameter ratio is 1.5 and the array configuration normal triangular. The tubes instrumented with strain gauges are located close to the optical fiber probes to allow measurement of the correlation in the interstitial gaps. The optical fiber probes were installed in six directions, Fig. 1. The probe angular positions relative to the drag direction are identified as, lower and upper 60° probes (L60 and U60), lower and upper 90° probes (L90 and U90) and lower and upper 30° probes (L30 and U30). For brevity, primarily results for the L90 position will be presented. Upper and lower correspond to the location of probes in the test section. As the test section is symmetrical the flow path is the same for the probes located in the right or left side of the test section.

Flow measurements using fiber-optic probes were taken at the left position (L), the center position (C), and the right position (R) as shown in Fig. 2. Lift and drag forces were simultaneously measured making it possible to compute the correlations between the flow and force measurements. Detailed flow measurements have also been taken every millimeter for the six probes.

Local void fraction, bubble size and bubble velocity are measured using dual fiber optical probes. The local void fraction $e$ is the ratio of the sum of gas phase immersion time $t_{g}$ to the total measurement time $t_{total}$,

$$e = \frac{\sum t_{g}}{t_{total}}$$  \hspace{1cm} (4)$$
The bubble velocity $U_b$ is the ratio of the distance $d$ between the two fibers (approximately 100 $\mu$m) to the bubble transit time $t_{u,r}$ as illustrated in Fig. 3.

$$U_b = \frac{d}{t_{u,r}} \quad (5)$$

In addition to the measurements above, a Mikrotron high speed camera having a frame rate of 2200 frames/s was used for flow visualization.

**TWO-PHASE FLOW STRUCTURE FOR 50% VOID FRACTION**

For 50% homogeneous void fraction, two tube scale flow regimes were observed. For low velocities (from 0.6 to 1.8 m/s), the flow pattern within the array is bubbly as shown in Fig. 4. Close observation shows that the bubbly flow regime is coupled with a void wave observable at a larger scale.

The void fraction, bubble size and bubble velocity are shown in Fig. 5 for the L90 probe (A1) for the 50% void fraction. The local void fraction reaches a maximum value at the approximate positions $y/D=0.08$ and $y/D=0.42$ from the tube wall. Bubble size and bubble velocity follow approximately the same trend. This suggests that there are two paths preferentially followed by the gas (air) phase. In these paths, the bubble velocity is close to 2 m/s and the bubble size larger than 2 mm.

The observed flow paths are schematically shown in Fig. 6. In the figure the spatial distribution of the local void fraction is also shown. The void fraction is seen to be...
locally higher indicating that the gas (air) phase preferentially flows along these paths. Fig. 7 shows the spatial profiles of the void fraction, bubble size and bubble velocity measured by the L30 probe (A1) along the 30° direction. The void fraction profile shows a single maximum at the approximate position $y/D=0.21$. In this maximum void fraction zone the bubble size is also maximum. The bubble velocity on the other hand decreases from a maximum 0.75 m/s at $y/D=0$ to near zero at the position 0.5 $y/D$. Hence, the bubbles are faster (up to 0.9 m/s) in the intrados of the flow path and larger in the middle of the flow path (up to 2.0 mm).

The second flow regime observed at 50% homogeneous void fraction may be roughly described as a ‘slug flow’ where the slugs are formed within the open flow lanes in the array. This flow regime was found for instance for a pitch velocity of 3.6 m/s. The flow path of the liquid slugs is sketched together with the detailed void fraction measurements in Fig. 8. While the void fraction profile is similar to that found at 1.8 m/s (Fig. 6) the gas flow paths are wider here. Note also that the liquid slugs are travel within the ‘high void fraction’ flow paths.

In Fig. 9 the void fraction, bubble size and bubble velocity are shown for the flow speed of 3.6 m/s for the L90 probe. The void fraction reaches its maximum value for positions close to the wall. Recall that for the velocity of 1.8 m/s, the maximum was observed for the positions $y/D=0.08$ and $y/D=0.42$. Consequently, the air flow is closer to the cylinder walls with the increasing pitch velocity. The bubble size follows a similar trend and reaches a maximum diameter near 1.7 mm. For the L30 probe, the general at 3.6 m/s trend was found to be quite similar to that observed at 1.8 m/s.

We consider next the detailed two-phase flow characteristics for 50% homogeneous void fraction. Bubble size and velocity are shown versus pitch velocity in Fig.10 and Fig.11, respectively. Data for all 90° position measurements are plotted and the average trend shown as a solid line. For homogeneous flow velocities between 0.6 m/s and 3.6 m/s the average bubble size decreases from 2.5 mm to 1.2 mm. The increase in velocity causes a more homogeneous flow and the higher shear forces result in smaller bubbles. Between 0.6 m/s and 3.6 m/s pitch velocity, the bubble velocity increases from 0.5 m/s to 1.7 m/s. For low pitch velocities (up to 1.2 m/s), the average bubble velocity is close to but slightly below the pitch flow velocity, $U_p$. However, for higher
flow rates, the bubble velocity is up to two times lower than $U_p$. This result mainly attests to the complex flow paths within the array where the flow must change direction at every tube row. Note also that the optical probe measurement only captures the component of the bubble velocity normal to the probe – hence an underestimation of the absolute bubble velocity can be expected.

Secondly, for all the test conditions, a peak caused by void waves is observed at low frequencies. The wave velocity seems to be higher than the pitch velocity. These waves consist mainly of large air bubbles which appear at higher flow velocities due to increased flow non-uniformity. These large bubbles are not correctly captured by the optical probes because their size is much larger than the average bubble size. The measured bubble velocity may therefore not be fully representative of the average gas phase velocity particularly for high flow rates.

Fluid force measurements were also carried out simultaneously with the flow measurements. Typical PSDs of the lift and drag forces acting on a tube within the bundle are presented in Fig.12. The flow conditions are $\beta=50\%$ and velocity range 0-3.6 m/s. Two well-defined groups of peaks are identifiable. The first is significant from 0.6 m/s to 3.6 m/s and occurs at low and quasi-constant frequencies. The second occurs from 2.4 m/s to 3.6 m/s, and the frequencies are higher and are linearly dependent on flow velocity.

For comparison, PSDs of the optical probe signals were also computed. The dominant frequencies in the force and flow spectra are compared in detail in Fig.13. Previous measurements in the same array, [4], are also included as an indicator of repeatability. The frequency data are plotted in two ranges for clarity; a low frequency range in Fig.13(a) and a high frequency range in Fig.13(b), which also corresponds to the two mechanisms suggested above. In Fig.13(a), in the drag direction, the frequencies show a decreasing trend (from 7 Hz to 4 Hz) for velocities up to 1.8 m/s and remain constant at higher velocities up to 3.6 m/s. In the lift direction, the frequencies decrease (from 10 Hz to 5 Hz) up to 1.8 m/s. However, above 1.8 m/s, the frequencies increase up to approximately 20 Hz. The latter increasing trend suggests...
a different mechanism in the lift direction above 1.8 m/s. The dominant frequencies found in the flow spectra are constant around 4 Hz for all velocities. Above 1.8 m/s, the flow frequencies show the same trend as the force frequencies in the drag direction. In the high frequency range, Fig.13(b), all the peak frequencies in the force and flow spectra are essentially identical and show a linear dependence on pitch velocity.

The results of Fig.13 support the observation of both localized and bundle scale flow mechanisms underlying the measured fluid force fluctuations. This was further confirmed by computations of spectral coherence between the fluid forces and flow fluctuations which showed the highest coherence at the peak frequencies identified above.

TWO-PHASE FLOW STRUCTURE FOR 80% HOMOGENEOUS VOID FRACTION

A second series of measurements was conducted for 80% homogeneous void fraction. For this higher void fraction, two main flow regimes were also observed. For low velocities (from 1.5 to 3.6 m/s), the flow regime is intermittent and dominated by bundle scale void wave fluctuations. For higher velocity (from 4.5 to 8.0 m/s), the flow structure at the tube scale is highly random. However, a large liquid recirculation zone is observed in the tube wakes. This recirculation zone is found to exhibit nearly periodic fluctuations similar to those associated with free shear layers.
The spatial distribution of the averaged void fraction within the array for 80% void fraction and 3.6 m/s pitch velocity is shown in Fig. 14. The flow path of the void waves is also sketched in the figure. In all the void fraction graphs, the void fraction is significant (above 80%) for most positions.

The flow becomes more non-uniform at the higher velocity of 8 m/s as shown in void fraction profiles of Fig. 15. The large wake recirculation regions are indicated by dashed lines. The void fraction shows a decrease in

FIGURE 14: LOCAL VOID FRACTION AND FLOW PATHS 3.6 M/S FOR β=80%.

FIGURE 15 LOCAL VOID FRACTION AND FLOW PATHS FOR 8 M/S, β=80%.
these zones. The flow path primarily followed by the gas phase, on the other hand, very well-defined as shown with the dotted line in the figure.

DISCUSSION

Two flow phenomena have been identified which are closely linked to the unsteady lift and drag forces measured in the tube array. The associated forces can be expected to govern flow induced vibrations in the array. One is a bundle scale fluid force and the other a tube scale fluid force. In this section we discuss further these forces and the possible underlying mechanisms. Observations with a high speed camera helped to clarify the physical origin of the bundle scale fluid forces. Video imaging showed that the low frequency forces are generated by void waves generated in a cycle involving liquid accumulation – pressure build-up and then liquid ‘ejection’ due to gas over-pressurization. This cycle is repeated nearly periodically at a low frequency proportional to the test section dimensions. From a practical point of view, this phenomenon should not be of much concern since the main frequency will be even lower at prototypical plant component scales.

Periodic excitations related to tube scale fluctuations, the second mechanism, should be of greater concern. Flow visualization tests show that the fluid force originates from the impact of large water slugs on the tubes. The tube wakes contain large mainly liquid recirculation zones. Instead of vortex shedding as in a single-phase flow, liquid slugs are ‘shed’ approximately periodically from this zones and propagated downstream along the main flow paths. Unable to follow the tortuous flow path due to liquid inertia, the liquid slugs impact the tube downstream and further replenish the downstream tubes recirculation zone in the process as depicted in Fig.16. The shedding process is then repeated at the downstream tube and so forth throughout the array. The frequency of this phenomenon is closely related to the distance between two tubes (along the flow direction) and with the pitch velocity.

CONCLUSION

Periodic forces have been measured in a triangular tube bundle subjected to two-phase cross flow. Some of the forces have a quasi-constant and low dominant frequency. Other forces have a dominant frequency proportional to flow velocity. The low frequency forces are associated by bundle scale void waves. The higher frequency forces are associated with a slug ‘shedding’ mechanism where slugs shed from an upstream cylinder impacts the downstream neighbor at approximately periodic time intervals. These forces depend on the pitch-to-diameter ratio and on the void fraction.
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ABSTRACT
In this paper single- and multi-phase CFD U-RANS simulations of the flow in a sharp 1D bend at moderately high Reynolds number are presented. The capability of the two-equation SST turbulence model to resolve the flow induced pressure loading on the pipe walls is addressed. It is found that for single-phase flow, the SST model is able to correctly predict the frequency and location of the wall pressure fluctuations but neither their amplitude nor the associated large-scale unsteady flow features. This work is part of a project aiming at developing a methodology for the prevention of FIV-related issues in subsea production systems.

INTRODUCTION
An increasing number of subsea developments today concern gas fields characterized by high flow velocities, which is the governing parameter for the occurrence of Flow-Induced Vibration. FIV can impose restrictions on the allowed maximum flow rates and severely limit an installation’s production capabilities.

Excessive vibration in the flow lines of subsea production systems may cause fatigue fracture in the piping, support structures and welds. Due to the particular challenges posed by the subsea environment, this a major concern for contractors and their clients. A failure in the process piping of a deepwater installation will lead to long production down-time, extreme costs of intervention and significant environmental hazards. As a result, an increasing demand has developed among oil companies towards a more accurate assessment of the risks posed by FIV.

Present studies in the industry often follow the methodology of [1], which is a screening method that relies on calculating a so-called Likelihood of Failure for single pipe elements of the flow line as a function of flow velocities, pipe dimensions and support arrangement. Basically, this represents an estimate of the likelihood for the excitation frequencies to coincide with the fundamental natural frequencies of the system. The LOF values are to be used as a form of scoring for screening purposes, not as an absolute probability of failure. The results of these studies are based on simplified models and are necessarily conservative.

During the last couple of years, there has been an increasing need for more detailed studies focused on sections of the piping identified as “hot spots” for FIV, such as sharp bends, tees or expanding sections. The screening methodology may often be too conservative resulting in mitigations that are hard to implement in compact subsea equipment, such as adding pipe support to increase the stiffness of the system. Consequently, there has been

NOMENCLATURE
BC Boundary Condition
CFD Computational Fluid Dynamics
FEA Finite Element Analysis
FIV Flow-Induced Vibration
GVF Gas Volume Fraction
ID Inner Diameter
JAEA Japanese Atomic Energy Agency
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PPS Production Performance Services
r Bend radius of curvature
RANS Reynolds Averaged Navier-Stokes
Re Reynolds number
RSM Reynolds Stress Model
SPS Subsea Production System
SST Shear Stress Transport
St Strouhal number
$U_b$ Bulk velocity
U-RANS Unsteady-RANS
$y^+$ Dimensionless wall distance
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an interest in developing a combined CFD and FEA approach applicable to the mechanical models and flow conditions encountered in a typical subsea production system. Here, the present paper focuses on the CFD capability of accurately capturing the excitation loading from the internal pipe flow. The work is part of a bigger project aiming at establishing a method for one-way coupling between cyclic wall pressure loading from the flow and the mechanical response. As for benchmarking, we are using the results of a large project conducted by the Japanese Atomic Energy Agency and described in [2]. JAEA has studied in detail the unsteady flow structure, wall pressure loading and associated structural response of a pipe element with a sharp bend (one diameter radius) at high Reynolds numbers. Their work rely on extensive numerical and experimental results obtained at different scales. The flow in the pipe bend is characterized by separation immediately downstream of the bend and the alternate shedding of streamwise vorticity which cause the separation bubble to oscillate sidewise. At the edges of the separation bubble large oscillations of the wall pressure are observed at a Strouhal number close to 0.5.

The present paper presents U-RANS simulations where the capability of the two-equation SST turbulence model to accurately capture practical FIV flow scenarios in subsea production systems is addressed. The latter also involves simulating flow conditions with more than one phase. For initial validation, the results will be compared to the experimental data from [3] and [4], and the numerical simulations from [5].

PROBLEM FORMULATION

Bending of a flow in curved tubes and channels results in the appearance of centrifugal forces directed from the center of curvature to the outer wall of the tube. This causes an increase of the pressure at the outer wall and its decrease at the inner wall, when the flow passes from the straight to the curved section of the pipe. Therefore, the flow velocity will correspondingly be lower at the outer wall and larger at the inner wall [6].

Figure 1 shows the geometry of the pipe element considered here. Strictly speaking, the curved section is defined as a “bend” if the center of curvature of both the inner and outer walls is the same (or in other words, if both walls are arcs of concentric circles). The geometry is different for an elbow, although both terms are often used interchangeably in the literature.

Only right-angled bends will be considered here and the main flow parameters are thus the bulk velocity $U_b$, pipe inner diameter $ID$ and the relative radius of curvature $r/ID$. The Reynolds number $Re$ is defined from the bulk velocity and the pipe internal diameter:

$$Re = \frac{\rho U_b ID}{\mu},$$  \hspace{1cm} (1)

where $\rho$ is the fluid density and $\mu$ is the dynamic viscosity. For all Reynolds numbers of practical interest ($Re > 1 \times 10^6$) the flow is characterized by the following features:

1. Permanent flow separation occurs at the inner wall for radii of curvature $r/ID \leq 1$. The separation bubble extends past the bend exit and the exact location of the point of re-attachment depends on the Reynolds number. For $r/ID = 1.5$ separation was observed only intermittently by [4]. The formation of eddies at the inner wall is a considerable source of pressure loss in the bend.

2. The appearance of centrifugal forces and the presence of boundary layers on the walls generate a secondary flow in the circumferential direction formed of counter-rotating vortex pairs. Time-resolved experiments showed that these vortices flow towards the inside wall alternately. This periodical inflow at the bend inner wall affects the behavior of the separation region near the inside wall and causes periodic pressure fluctuations at a Strouhal frequency close to 0.5.

3. A local acceleration in the axial direction is observed just downstream of the reattachment point, due to the lateral secondary flow adding momentum to the axial component of the velocity at the inner wall.

SINGLE PHASE CFD

In this section an attempt is made to reproduce the above observations using some of the available experimental data as reference. A 15 cm ID pipe is considered with oil flowing at 3.21 m/s, yielding a Reynolds number of $5.4 \times 10^5$. The liquid properties can be found in Tab. 3. Tests with water yielded the exact same results as shown in this section. The objective is to obtain an accurate description of both the time-averaged and periodic flow components, where particularly the dominant frequency of the wall pressure fluctuations is of interest. The ANSYS-CFX™ solver is used with the Shear Stress Transport (SST) turbulence model. In the numerical study by [5] the 7-equations Reynolds Stress Model (RSM) was tested with success at Reynolds numbers above $1 \times 10^6$; however, the computational cost associated with the RSM model is impractical for the large models involved in the FIV analysis of subsea production piping.
Model description

The model geometry is based on the sketch in Fig. 1. The distance from the pipe inlet plane to the bend entrance is 11 diameters. The distance from the bend exit plane (defined as $x/ID = 0$) to the outlet is 5 diameters. Sensitivity tests indicated that the position of the outlet section does not influence the flow field close to the bend. The mesh structure is presented in Fig. 2. The pipe model is split into three segments, with the mesh axial size varying from 0.125ID in the two outer segments to 0.05ID in the bend. In the circumferential direction each element covers an angle of 5° (72 divisions). Close to the wall the first layer thickness is adjusted in order to yield a value of $y^+$ = 1 at the pipe inlet. Due to the flow acceleration in the bend the maximal value of $y^+$ in the whole model is 2. The total number of elements is 500 000.

Numerical options used for the simulations were determined by a preliminary parametric study and are summarized in Tab. 1. The flow was found to be particularly sensitive to the inlet boundary conditions and the advection scheme.

The wall pressure was monitored at locations given in Fig. 3 which correspond to the position of the wall pressure sensors in the experimental setup of [3].

Steady-state results

Transverse distributions of the axial velocity component at different locations downstream of the bend exit are shown in Fig. 4. The numerical solution of the steady-state runs is compared to the time-averaged experimental data of [4]. Two inlet boundary conditions are tested:

- fully-developed profiles of the velocity and turbulent kinetic energy (continuous line)
- flat velocity profile and 5% turbulence intensity (dashed line).

The numerical solution overestimates the transverse extent of the separation bubble and fails to predict the correct position of the point of reattachment in both cases. The flow is found to be sensitive to the inlet boundary conditions and for comparison with the numerical results of [5] the inlet BC of Tab. 1 have been used in the paper.
Transient results

The velocity field downstream of the bend does not reveal any major difference with the steady-state results: the alternate vortex shedding described in the PIV experiments by [4] and [5] is not observed. In the pipe cross-section the flow field is found to be almost symmetric, with two counter-rotating vortex structures of equivalent strength coexisting at all times (Fig. 6). Clearly, the two-equation SST model fails to reproduce the unsteady flow features obtained by [5] with the more advanced RSM model.

An analysis of the wall pressure signal around section E (see Fig. 3) reveals periodical oscillations at a frequency corresponding to \( St = 0.45 \), with maximum standard deviation of 45 Pa obtained at 150\(^\circ\) and 210\(^\circ\). The oscillation frequency is in agreement with the experimental results of [3] and [4]. When scaled with the flow parameters, this amplitude is found to be three orders of magnitude weaker than in the experiments by [3]. The time signals at different circumferential locations around section E are plotted in Fig. 5 for one second of simulation. The pressure fluctuations at symmetric locations around the pipe are in phase opposition. Along each side of the pipe the phase of the time pressure fluctuations thus varies progressively. Both the phase shift and amplitude variations around the pipe circumference suggests that these oscillations are produced by the sidewise displacement of the separation bubble, as confirmed in Fig. 6.

A contour plot of the wall pressure standard deviation downstream of the bend at various locations (see Fig. 3 for reference) is shown on Fig. 7. Results were obtained from 5 seconds of data sampled at 200 Hz. A small asymmetry appears in the results, with stronger fluctuations on one side of the bend. Similar observations have been obtained for Reynolds numbers comprised between \( 1 \times 10^5 \) to \( 3 \times 10^6 \), by changing the inlet velocity or the pipe diameter. For these sensitivity runs the Strouhal number varies between 0.44 and 0.52. At Reynolds numbers higher than \( 3 \times 10^6 \) an asymmetric flow solution is obtained, with one of the vortices shown in Fig. 6 dominating its counterpart. Larger, random variations of the wall pressure are recorded and the numerical convergence is poor compared to the results at lower Re.
In order to approach a more practical scenario in a typical SPS, the following section introduces multiphase CFD simulations consisting of one gas phase and one liquid phase. Each of the phases possesses its own flow field through the inhomogeneous Eulerian-Eulerian multiphase model. Interphase transfer terms are modeled using the so-called Particle Model (default when having a dispersed phase), in which the Schiller-Naumann model is used to calculate the interphase drag. Here, the particle drag coefficient is defined as:

\[ C_D = \frac{24}{Re} \left( 1 + 0.15Re^{0.687} \right), \]

where \( Re \) is the particle Reynolds number.

A homogeneous turbulence field is applied in the present simulations, meaning that both phases share the same turbulence field that is being modeled using one single turbulence model. The model used is the SST URANS turbulence model. It is referred to the single phase calculations for details on the latter. The general simulation settings including the specifics of the transient simulation setup are summarized in Tab. 2.

**Models**

There are two phases present in the multiphase simulations discussed here: one continuous liquid phase and one dispersed gas phase. Each of the phases possesses its own flow field through the inhomogeneous Eulerian-Eulerian multiphase model. Interphase transfer terms are modeled using the so-called Particle Model (default when having a dispersed phase), in which the Schiller-Naumann model is used to calculate the interphase drag. Here, the particle drag coefficient is defined as:
TABLE 3: FLUID PROPERTIES.

<table>
<thead>
<tr>
<th>Properties</th>
<th>Settings</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gas</strong></td>
<td></td>
</tr>
<tr>
<td>Density [kg/m³]</td>
<td>99.9</td>
</tr>
<tr>
<td>Dynamic viscosity [cP]</td>
<td>0.0166</td>
</tr>
<tr>
<td>Bubble size [micron]</td>
<td>500</td>
</tr>
<tr>
<td><strong>Liquid</strong></td>
<td></td>
</tr>
<tr>
<td>Density [kg/m³]</td>
<td>692.7</td>
</tr>
<tr>
<td>Dynamic viscosity [cP]</td>
<td>0.65</td>
</tr>
<tr>
<td><strong>General</strong></td>
<td></td>
</tr>
<tr>
<td>GVF [-]</td>
<td>0.3</td>
</tr>
<tr>
<td>Bulk mass flow [kg/s]</td>
<td>41.1</td>
</tr>
<tr>
<td>Surface tension [mN/m]</td>
<td>4.6</td>
</tr>
</tbody>
</table>

mass flow (gas + liquid) as well in order to keep a close resemblance to the single phase case. However, by introducing the lighter gas phase the average inlet velocity will increase slightly compared to the single phase case.

The gas bubbles are assumed to be spherical with a diameter of 500 microns, for simplicity. In a practical situation there exists a wide range of particle sizes in the fluid stream. A surface tension coefficient between the phases was estimated and applied in the numerical model.

The fluid properties are given in Tab. 3. The density, viscosity and volume fraction of the two phases have been taken from an actual subsea development.

Results

The results from the multi-phase simulations will be presented in the following. These have been obtained from a transient calculation in ANSYS-CFX™ preceded by a steady-state simulation to generate the proper initial conditions. The simulation settings have been summarized in Tab. 2 and Tab. 3.

The GVF plot in Fig. 8 taken at the midplane of the pipe shows that the fully mixed flow condition specified at the inlet of the computational domain is maintained through the bend. This is mainly due to geometrical reasons, whereby the piping upstream of the bend sees a vertical orientation and does not allow for the gas and liquid phases to separate. Test simulations in a horizontal pipe were also conducted, which showed a rather slow separation of the gas and liquid phases for the given flow condition. The latter can be explained by the given fluid properties such as the GVF and density difference between the two phases.

When the gas and liquid mixture enters the bend, centrifugal effects force the liquid towards the outer part of the pipe, while the gas phase makes out the inner part. This can be seen in Fig. 8 as well as at the transverse sections E and K in Fig. 9 (see definition in Fig. 3). Noticeably, there is a huge separation zone consisting mainly of gas starting slightly upstream of the bend outlet. This is illustrated by the vector plot in Fig. 10. By comparing with the single-phase results a similar flow behaviour can be found as the flow approaches the outlet of domain (section K in Fig. 9). Two counter-rotating vortices (now separated by a liquid layer in dark blue) coexist and their position oscillates slightly with time, which generates pressure fluctuations at the pipe walls. Also, the gas moves to the top of the pipe and mixes with the liquid as the flow moves downstream the horizontal part of the domain. An illustration is given in Fig. 11 showing an isosurface with a GVF equal 0.3.

The level and spatial distribution of the wall pressure fluctuations is shown on Fig. 12. Compared to the single-phase case (Fig 7) much stronger fluctuations are obtained everywhere downstream of the bend, with a maximum at section J. The pressure signals at section J are plotted in Fig. 13 as a function of time. Contrary to the single-phase case, there is no phase shift between the different angular locations. In fact, an analysis of the wall pressure signals at all planes shows that the signals are in phase everywhere, except for section K. The variations are also more irregular, even though a peak in the power spectrum is still obtained at $\text{St} \approx 0.5$ (Fig. 14). For section K a much broader peak is obtained.

Based on these observations, differences with the single-phase case can be summarized as follows:

- the separation bubble extends up to two diameters downstream of the bend exit and consists mainly of gas.
- with the intrusion of liquid at the pipe inner wall (secondary flow), counter-rotating streamwise vorticity structures are formed. Their sidewise position oscillates in a similar pattern as shown in Fig. 6, creating wall pressure fluctuations with a Strouhal number close to 0.5.
- wall pressure fluctuations are of much higher magnitude than for single-phase and also more spatially correlated downstream of the bend, thereby increasing the risk for flow-induced vibration.
Conclusions

A single phase CFD analysis of the flow at moderately high Reynolds numbers into a sharp bend has been presented. Compared to the numerical simulations of [5] a simpler, two-equation turbulence model has been chosen, which is more suited to our engineering applications where time is critical. With this setup the location and frequency of the wall pressure fluctuations downstream of a sharp bend can be predicted over a wide range of Reynolds number. However, neither the amplitude of those fluctuations nor the associated large-scale flow features (vortex shedding) can be obtained and the flow field remains essentially steady. The generalization of these results to more complex geometries (multiple bends, blind tees) would provide a valuable input to the FIV screening of subsea production systems.

CFD calculations of multi-phase flow through a 1D bend have been presented, where the flow consisted of one continuous liquid phase and one dispersed gas phase. An inhomogeneous Eulerian-Eulerian model im-
plemented in the ANSYS-CFX™ software was used to solve the conservation equations, while the two-equation SST model was used to capture the turbulent field.

With the given fluid properties and volume representation of the phases, the results indicate the presence of wall pressure fluctuations occurring at the same dominating frequency as for the single phase flow, but with much higher pressure amplitudes. Depending on the upstream geometrical layout and the fluid properties, the flow enters the bend as a homogeneous mixture of gas and liquid, and the centrifugal force brings the liquid out of the mixture and towards the outer wall, while the separation zone located at the inner wall consists of mainly gas. The size of the separation zone is significantly larger than for single-phase flow.

**Future work**

The FIV investigations using multi-phase CFD will be continued. First and foremost, it will be necessary to look into different geometries as well as fluid properties in order to approach the changing flow conditions that a SPS represents. From a numerical point of view, the impact of different simulation settings such as the choice of multi-phase models on the computed flow field should be looked into.

Eventually, the excitation frequencies extracted from the flow field will be coupled with structural analyses. This ultimate step requires an accurate description of the wall pressure loading.
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ABSTRACT
In the process plant, random vibrations excited by the turbulence generated at tee connection might cause problems such as piping damage. In general, the beam mode piping vibration is known to be excited when the piping is subjected to the severe turbulent conditions. However, the shell mode piping vibration could occur when the piping stiffness of the circumferential direction is relatively low. In this study, a new evaluation index is proposed in order to evaluate the integrity of the piping system for the tee connection against flow induced random vibration. This evaluation index is based on the excitation force of the fluid and the mechanical properties of the piping. Experiments and numerical analysis were executed in order to evaluate the validity of the new evaluation index. As a result, it was confirmed that the new evaluation index tends to be proportional to the shell mode stress of the random vibration. Therefore, the proposed index is effective to evaluate the extent of the vibration.

NOMENCLATURE

\( I \) : Second Moment of Area \([m^4]\)

\( k \) : Spring Constant \([N/m]\)

\( m \) : Mass \([kg]\)

\( n \) : Mode Number \([-]\)

\( \Delta p \) : Pressure Discontinuity through Tee in Case of Critical Condition \([Pa]\)

\( \Delta p_0 \) : \( \Delta p \) at 25barg of RO Upstream (TP1) \([Pa]\)

\( \Delta p_1 \) : \( \Delta p \) corresponding to \( Q_1 \) \([Pa]\)

\( P_{rms} \) : Overall RMS of Pressure Fluctuation \([Pa]\)

\( Q_0 \) : PSD of Vibration Stress Obtained by FEA

\( Q_{at} \) : PSD of Stress Calculated by FEA at Each Upstream Pressure (TP1) \([Pa^2/Hz]\)

\( R \) : Pipe Radius \([m]\)

\( St \) : Strouhal Number \([m]\)

\( S_a \) : Power Spectrum Density of Vibration Displacement \([m^2/Hz]\)

\( S_w \) : Power Spectrum Density of Excitation Force

\( t \) : Pipe Wall Thickness \([m]\)

\( v_0 \) : Fluid Velocity at End of Branch at 25barg of RO Upstream (TP1) \([m/s]\)

\( v_1 \) : Fluid Velocity at End of Branch \([m/s]\)

\( V_a \) : Vibration Velocity Number \([m/s]\)

\( V_{rms} \) : Overall RMS of Vibration Velocity \([m/s]\)

\( W_0 \) : Power Spectrum Density of Excitation Force

\( x \) : Vibration Displacement \([m]\)

\( \dot{x} \) : Vibration Velocity \([m/s]\)
\[ \ddot{x} : \text{Vibration Acceleration [m/s}^2] \]
\[ X_{\text{rms}} : \text{Overall RMS of Vibration Displacement [m]} \]
\[ \rho_f : \text{Fluid Density [kg/m}^3] \]
\[ \rho_p : \text{Pipe Material Density [kg/m}^3] \]
\[ \sigma_{\text{rms}} : \text{RMS Value of Vibration Stress [Pa]} \]
\[ \omega : \text{Angular Frequency [rad/s]} \]
\[ \zeta : \text{Damping Ratio [-]} \]

\section*{INTRODUCTION}

In the process plant, random vibrations excited by the turbulence generated at tee connections might cause problems such as piping damages. In general, the beam mode piping vibration is known to be excited when the piping is subjected to the severe turbulent conditions. However, the shell mode piping vibration could occur when the piping stiffness for the circumferential direction is relatively low.

In the past investigations, the random vibrations caused by turbulence were examined for several piping configurations or structures. Au-Yang expressed the evaluation method of the random pressure fluctuation caused by flow turbulence for a nuclear vessel based on the measurement \[1\]. The evaluation method of the random vibration caused by the turbulence has been reported for cylindrical structures \[2\]. The evaluation method of the random vibration caused by the turbulence has been reported for baffle plate \[3\]. The vibration response for the baffle plate in the duct is calculated by the random vibration analysis based on the pressure fluctuation obtained by the experiment \[4\]. The vibration response for the elbow is calculated by the random vibration analysis based on the pressure fluctuation obtained by the experiment \[5\] \[6\]. The random vibration response of the simple straight pipe caused by turbulence is calculated by the combined analysis with CFD and FEA \[7\]. However, the characteristic of the random vibration of the shell mode at the tee connection would not have been reported.

In order to investigate the characteristic of the random vibration of the shell mode at the tee connection, experiments and numerical analysis were executed in this study. As a result of the experiment, it was confirmed that the random pressure fluctuation of the pipe inner surface is proportional to the total pressure change through the tee, \((1/2)\rho_A v^2 \Delta p \) here, \( \Delta p \) is the discontinuous pressure change in case of choking flow occurrence at the end point of the branch. This term of \( \Delta p \) expresses the effect of shock wave caused by the critical flow. It was also confirmed that the piping vibration stress of the shell mode caused by the pressure fluctuation is proportional to the overall RMS (Root Mean Square) of the random pressure fluctuation. This means that the vibration stress is proportional to the total pressure change in through the tee, \((1/2)\rho_A v^2 \Delta p \).

A numerical analysis by random vibration analysis was performed by the 3-dimensional structural analysis. The excitation force of this FEA analysis is obtained by the experiment. As a result of this analysis, it was confirmed that the tendency of the random vibration stress can be evaluated by the random vibration analysis with this 3-dimensional structural analysis.

In this study, a new evaluation index (Vn: Vibration Velocity Number) is proposed in order to evaluate the integrity of the piping system against the flow induced random piping vibration of the shell mode. This Vn is based on the excitation force of the fluid and the mechanical properties of the piping structure. Since the Vn was almost proportional to the vibration stress in the experimental result, it is concluded that the Vn can be an useful index to evaluate the vibration stress of the random piping vibration caused by turbulence.

\section*{Outline of Random Vibration Theory}

In order to evaluate the random vibration, statistical processing is required \[8\]. In this processing, the overall RMS (Root Mean Square) of the vibration is equivalent to the standard deviation. When the single DOF (Degree Of Freedom) vibration system is assumed and excited by a random external force as shown in Equation (1), the PSD (Power Spectrum Density) of the displacement can be written by Equation (2).

\[ m \ddot{x} + cx + kx = F(t) \quad (1) \]

\[ S_v(\omega) = |H(\omega)|^2 \cdot S_v(\omega) \quad (2) \]

The transfer function, \( H(\omega) \) can be written by Equation (3).

\[ H(\omega) = \frac{1}{\sqrt{(k-m\omega^2)^2 + (c\omega)^2}} \quad (3) \]

The RMS of the displacement can be written by Equation (4) which is integration of Equation (2) \[9\].

\[ X_{\text{rms}} = \sqrt{\int S_v(\omega)d\omega} = \sqrt{\int |H(\omega)|^2 \cdot S_v(\omega)d\omega} = \frac{W_o}{4kc} \quad (4) \]

The relation of Equation (7) can be derived from Equation (4), Equation (5) and Equation (6).

\[ k = (2\pi f_s)^2 m \quad (5) \]

\[ c = 2\zeta \sqrt{mk} = 2\zeta m \omega_s = 4\pi \zeta n f_s \quad (6) \]

\[ X_{\text{rms}} \propto \frac{W_o f_s}{m \sqrt{\zeta \omega_s}} \propto \frac{W_o f_s}{m \sqrt{\zeta f_s}} \quad (7) \]

The symbol \( f_s \) expresses the frequency range of the excitation force and the numerator of the right-hand side expresses the excitation force. Since the stress is basically proportional to the vibration velocity in the pipe, the
characteristic of the vibration stress caused by random vibration can be written by Equation (8)

$$\sigma_{\text{rms}} \propto V_{\text{rms}} = 2 \pi f_n \times X_{\text{rms}} \times \frac{\sqrt{W_0 f_n}}{m \sqrt{f_n}} \quad (8)$$

Excitation force is generally proportional to the pressure fluctuation that would be proportional to the total fluid momentum $\rho g A v^2$. Once the velocity at the end of the branch reaches the sonic condition, this velocity becomes to be equal to the sound speed even though the mass flow rate increases. This situation is so called the critical flow condition and the discontinuity of the pressure occurs between the end of the branch and the main pipe and it might generate shock wave accompanied by additional pressure fluctuations. This discontinuous pressure effect of the critical flow may be proportional to the total pressure change through the tee connection, $(1/2) \rho g A v^2 + \Delta p A$. From the considerations described above, pressure fluctuation after the combining point of the tee would be proportional to the total pressure change as expressed by Equation (9).

$$P_{\text{rms}} = \sqrt{W_0 f_n} \propto \rho g A v^2 + 2 \Delta p A \quad (9)$$

In Equation (8), the mass of the pipe could be expressed as $\pi \rho D t$. Therefore, Equation (10) could be derived from Equation (8) and Equation (9). In equation (10), a new index, $V_n$ (Vibration Velocity Number) is introduced which expressed the extent of the vibration stress.

$$\sigma_{\text{rms}} \propto V_n = \frac{\rho g A v^2 + 2 \Delta p A}{\pi \rho D t f_n} \quad (10)$$

**Experimental System and Method**

In order to investigate the characteristics of the shell mode vibration caused by the random excitation force occurred in the tee connection, the pressure fluctuation of the pipe inner surface and the shell mode vibration strain were measured by the experimental system shown in Figure 1 and Figure 2. In order to measure the maximum vibration stress and vibration mode, 21 strain gauges were attached to the half side of the test pipe. The static pressure of the pipe inner surface was measured by pressure sensors with the strain gauge type. The pressure fluctuation was measured by pressure fluctuation sensors with the piezoelectric type. The experimental procedure is shown below.

1. The air inside air chamber is pressurized to 29barg.
2. The ball valve is opened and the pressurized air flows to the downstream.
3. The pressure of the air is reduced through the RO (Restriction Orifice) as shown in Figure 4 and Table 2.

4. The pressure fluctuations and the vibration strains were measured.
Table 1 Experimental Condition

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inside Diameter of Main Pipe [mm]</td>
<td>110.1</td>
</tr>
<tr>
<td>Wall Thickness of Main Pipe [mm]</td>
<td>2.1</td>
</tr>
<tr>
<td>Inside Diameter of Branch Pipe [mm]</td>
<td>45.2</td>
</tr>
<tr>
<td>Wall Thickness of Branch Pipe [mm]</td>
<td>1.7</td>
</tr>
<tr>
<td>Fluid</td>
<td>Air</td>
</tr>
<tr>
<td>Upstream Pressure of RO (TP1) [barg]</td>
<td>1.0 – 29.0</td>
</tr>
<tr>
<td>Velocity at End of Branch [m/sec]</td>
<td>313</td>
</tr>
<tr>
<td>Pressure at End of Branch [kPa]</td>
<td>509</td>
</tr>
<tr>
<td>Fluid Density at End of Branch [kg/m³]</td>
<td>7.52</td>
</tr>
<tr>
<td>Pressure Discontinuity through Tee in Case of Critical Condition [kPa]</td>
<td>283</td>
</tr>
</tbody>
</table>

*In case upstream pressure of RO (TP1) is 25barg

Table 2 Specification of RO

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pipe Inside Diameter [mm]</td>
<td>151.0</td>
</tr>
<tr>
<td>Thickness, t [mm]</td>
<td>8.0</td>
</tr>
<tr>
<td>Edge Thickness, h [mm]</td>
<td>0.8</td>
</tr>
<tr>
<td>Hole Dia. D [mm]</td>
<td>8.66</td>
</tr>
<tr>
<td>P.C.D. R1 [mm]</td>
<td>39.1</td>
</tr>
<tr>
<td>P.C.D. R2 [mm]</td>
<td>87.4</td>
</tr>
</tbody>
</table>

Numerical Analysis Method

Figure 5 shows the numerical analysis model for the tee connection. Firstly, CFD analysis using the commercial code, STAR-CCM+ V5.2 is executed to examine the high turbulence area where high pressure fluctuation occurs. Figure 6 shows the CFD results and high turbulence area is a little downstream of the tee connection. Corresponding to this high turbulence area the exciting force area is determined as shown in Figure 7. Figure 8 shows the PSD (Power Spectrum Density) of the pressure fluctuation at TPA4 obtained by the experiment for 25 barg condition at the RO upstream. This pressure fluctuation is loaded to the exciting force area shown in Figure 7 and the random vibration analysis is executed by the commercial FEA code, ABAQUS V6.10.

Fig. 5 Numerical Analysis Model with FEA Boundary Conditions

Fig. 6 Turbulence Energy Obtained by CFD Analysis (Upstream Pressure of RO (TP1) is 25barg)

Fig. 7 Exciting Force Area

Fig. 8 Power Spectrum Density of Pressure Fluctuations (TPA4) (Upstream Pressure of RO (TP1) is 25barg)
In the structural analysis the vibration stress is basically evaluated at the condition of 25barg at RO upstream. For the other pressure condition, vibration stress is obtained by the relation of Equation (11), where process conditions are obtained by the experiment.

\[ Q_x(\omega) = Q_0(\omega) \times \left( \frac{\rho \omega v_t^2 + 2 \Delta p_t}{\rho \omega v_0^2 + 2 \Delta p_0} \right) \]  

(11)

Results and Discussions
Random Characteristic of Measured Data
Figure 9 and Figure 10 show the time history examples of the measured pressure fluctuation and strain, respectively. From these figures, the history data seems to have the random characteristics. Figure 11 and Figure 12 show the probability distribution obtained by the measured pressure fluctuation and strain, respectively. From these figures, it was confirmed that the shape of the measured probability distributions were almost close to the normal probability distribution. This is one of the typical characteristics of the random vibration [8]. Table 3 shows the comparison between the instantaneous maximum value and the 3\(\sigma\) value, here \(\sigma\) is the standard deviation. Table 3 shows the instantaneous value is almost close to the 3\(\sigma\) in both of the measured pressure fluctuation and strain. Therefore the maximum stress can be obtained the three times of the overall RMS of the stress obtained by the random vibration analysis.

Table 3  Comparison between 3\(\sigma\) and Instantaneous Maximum Value

<table>
<thead>
<tr>
<th></th>
<th>3(\sigma) Value</th>
<th>Instantaneous Maximum Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pressure Fluctuation (TPA4)</td>
<td>144 kPa</td>
<td>149 kPa</td>
</tr>
<tr>
<td>Strain (ST2y)</td>
<td>154 (\mu)ST</td>
<td>164 (\mu)ST</td>
</tr>
</tbody>
</table>

Pressure Fluctuation in the Pipe
(1) Dominant Factor of Pressure Fluctuation
Figure 13 shows the comparison between the pressure fluctuation at the just upstream of the tee connection (TPA1) and the pressure fluctuation at the just downstream of the tee connection (TPA4). From Fig. 13, it was confirmed that the pressure fluctuation at the downstream of the tee (TPA4) is considerably larger than...
that at the upstream of the tee (TPA1). If the effect of the AIV (Acoustically Induced Vibration) generated by the RO is large, the pressure fluctuation at the upstream of the tee would be large. However, such kind of tendency is not observed. Therefore, it is confirmed that the dominant factor of the pressure fluctuation in this experimental system is the turbulence occurred at the downstream of the tee connection.

(2) Relation between Pressure Fluctuation and $\rho g A v^2 + 2 \Delta P$

Figure 14 shows the comparison between the upstream pressure of RO and RMS of the pressure fluctuation measured at downstream of the tee connection. From Figure 14, it is observed that the pressure fluctuation increases as the upstream pressure of RO increases. Figure 15 shows the pressure fluctuation divided by $\rho g A v^2 + 2 \Delta P$ (fluid momentum + pressure change in case of critical condition) as a function of RO upstream pressure. Here, the term of $\rho g A v^2 + 2 \Delta P$ expresses the effect of the total pressure change through the tee as explained before. From Figure 15, the pressure fluctuation is almost proportional to $\rho g A v^2 + 2 \Delta P$ since the ratio of the pressure fluctuation to $\rho g A v^2 + 2 \Delta P$ is almost constant within the deviation of 4% for wide range of the upstream pressure condition.

Random Vibration Analysis

(1) Vibration Mode

Figure 16 shows the shape of the shell mode vibration obtained by the strain measurement taking the phase difference at each measurement point into account. The vibration levels at the points from 22 to 40 are assumed to be equal to the measured vibration levels at the points from 1 to 21. In the experiment, the 2nd and 3rd shell modes are observed at 400Hz and 1170Hz, respectively, as shown in Figure 16. Figure 17 shows the 2nd and 3rd mode shapes of the shell mode vibration obtained by the FEA analysis. From the comparison between Figure 16 and Figure 17, the vibration modes and its natural frequencies are good agreement between the experimental results and the FEA analysis results.
(2) Frequency Response
Figure 18 shows the PSD of the random vibration stress at the measurement point “15” shown in Fig.3. From Figure 18, on the peak frequencies (375Hz, 1160Hz, and 2450Hz) and their components, it is observed that the FEA and experimental results have same tendency, even though the complete agreement is not observed. Since the random vibration caused by turbulence is quite complicated, it is quite difficult to predict the vibration characteristic precisely by the analysis. However, the FEA analysis would be useful to predict the basic characteristics of the random vibration from Figure 18.

(3) RMS Value of Vibration Stress
Figure 19 shows the comparison between FEA and experimental results on the overall vibration stress. From Figure 19, it was confirmed that the overall RMS value of the random vibration stress of the experimental results almost agreed with that of the FEA results. Therefore, the FEA analysis in this study is useful to evaluate the random vibration stress at the tee connection.

(4) Evaluation with \( V_n \) (Vibration Velocity Number)
Figure 20 shows the relation between the \( V_n \) (Vibration Velocity Number) and the overall RMS of the random vibration stress. Figure 20 shows that the overall RMS of the random vibration stress is almost proportional to the \( V_n \). Therefore, the integrity of the piping structure against the shell mode vibration at the combined tee can be evaluated by the proposed evaluation index, \( V_n \).
Conclusion

In order to investigate the characteristic of the shell mode vibration at the downstream of the tee connection caused by the turbulence, experiments and numerical analysis were executed. As a result, the following conclusions are drawn:

1. The overall RMS of the pressure fluctuation caused by the turbulence at the tee connection is proportional to the total pressure change through the tee expressed by \( \rho g Av^2 + 2 \Delta p A \).

2. The random vibration of the piping shell mode caused by the turbulence at the tee connection can be evaluated by FEA approach with the random vibration analysis.

3. The random vibration stress can be evaluated by the evaluation index of the random vibration stress, \( V_n \) proposed in this study.
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ABSTRACT

High Reynolds number gas flows in pipelines with pipe elements, such as orifices and T-joints, can induce pulsations which can lead to piping vibration. In these cases, the acoustic waves in the pipes are intensified or attenuated by an interaction with the shear layer at the restrictions or T-joint. In this study, the effect of droplets on the acoustic source terms generated from the T-joints is presented.

Experiments are performed in which different liquid rates and different droplet sizes are injected in a double T-joint system.

INTRODUCTION

In piping systems with T-joints, the shear layer at the edge of the joint can interact with acoustical waves present in the duct and cavity and lead to production or absorption of acoustic power. Sound production leads to the generation of flow induced pulsations, which can itself results in piping vibrations. As this is a safety issue, prediction of the possible occurrence, frequency and amplitude of the flow induced pulsation and vibrations (FIP and FIV, respectively) is of prime importance.

The whistling frequency can be related to the flow velocity with the non-dimensional Strouhal number, which is defined as:

\[ Sr = \frac{f d_{side-branch}}{U_{flow}} \]

with \( f \) the frequency [Hz], \( U_{flow} \) the average velocity in the main pipe [m/s] and \( d_{side-branch} \) the diameter of the side branch [m].

A large number of both numerical and experimental work has been done [1-5] on the sound production in different T-joint configurations. A review is given in Tonon et al. [2].

In gas production or transport lines small traces of liquid are often present. Liquid can influence the sound production in different ways. The presence of small amount of droplets in the main flow will cause a small shift in the speed of sound and increase the acoustic damping. The presence of droplets/liquid at or near the wall can disturb the shear layer directly, by the presence of small droplets present in the shear layer, or indirectly via the presence of droplets, rivulets or a film at the wall upstream of the T-joint and at the separation point.

The effects of particle inertia on the flow can be categorized by the non-dimensional number Stokes number, which can be defined by the ratio of the particle response time to the fluid response time.

\[ St = \frac{\tau_p}{\tau_F} \]

Where \( \tau_p = \frac{\rho_p d_p^2}{18 \mu} \) (particle response time) and \( \tau_F = \frac{L}{U} \) (fluid response time, with \( L \) and \( U \) the characteristic length [m] and velocity [m/s]).

From experience, large amount of liquid will prevent the formation of a stable shear layer and therefore the occurrence of FIPS for cylinders. A critical liquid volume content (void fraction) of 15% is given in literature [10] which means no FIPS can occur in the void fraction between 15% to 95%. Although high liquid loads can induce themselves large dynamic forces. However, at this stage it is unknown, at which liquid mass or volume fraction, the possibility of the presence of FIPS in T-joints must still be considered. Furthermore, the influence of...
droplet size and liquid distribution (droplets, rivulets, film) is unknown.

The goal of the study is to evaluate the influence of the presence of a small amount of liquids on both the Strouhal number and on the amplitude of the produced pressure pulsations for a T-joint configuration.

In this study, a double-T configuration was chosen, as it is shown in the Figure 2. The configuration was chosen as it was known from literature to generate clear tones in case of gas only. This configuration consist of an A3 mode in combination with an A2 mode (Figure 1).

![Figure 1- Definition of source conditions in T-joints, via the direction of mean flow and acoustic field [3].](image1)

**EXPERIMENTAL SETUP**

The experiments were conducted at the TNO Fluid Dynamics lab in Delft. The experimental setup is given in the Figure 2. The setup is an open-open system with a main pipe diameter of 0.0525 m and the diameter of the side branches are 0.0469 m with a length of 0.21 m (measured from the center of tube). The test section is 1.84 m. The downstream end of the pipe is an open end. The upstream of the pipe section is connected to a muffle with a length of 1005 mm and a reducer from 3 to 2 inches with the length of 185 mm which can result in an effective open end. The T-joints are positioned upwards to avoid the liquid trapping inside the branch. The flow direction in Figure 2 is from right to left. The dimension of the setup is presented in the Figure 3. The T-joints were rounded (5 mm) at the upstream edge and at the downstream side they were sharp edges. This configuration was again chosen to increase the FIP amplitude.

![Figure 2- Experimental setup.](image2)

![Figure 3- The dimensions of the setup.](image3)

Liquid injection is done via injection nozzles (BETE type: PJ 8, 20, 28, 40). The injection is achieved by mounting the nozzles on a probe inserted into the main tube via a T-joint with a diameter of 12 mm. The injector is situated 950 mm upstream of the first side branch.

Different nozzles allowed for a variation of the droplet size and the injection rate. For a given nozzle, the injection rate is controlled via control of the upstream nozzle pressure using a bypass from the water pump. The different nozzles produce fine droplets, in the order of 50 to 100 µm with an initial 90° spreading angle cone. Different injector nozzles can generate the same liquid mass loading either by injecting a large amount of small droplets or injecting a small amount of large droplets. These droplets sizes were measured for the spray nozzles outside the tube but not during the experiments (due to the confinement of the pipe walls and the deposition on the walls).

The calibration curves of the different nozzles are given in Figure 4. For a given nozzle the droplet diameter will decrease with an increase injection rate as the droplet size changes can be approximately related to the changes of the pressure by the following equation [9].

\[
\frac{d_{p2}}{d_{p1}} = \left( \frac{P_2}{P_1} \right)^{-0.3}
\]
The pressure fluctuations are measured via the piezoelectric pressure transducers with sensitivity of 0.001 mV/Pa at the ends of the T-joints. The T-joints are located at the top of the setup to avoid the liquid trapping inside the cavity. The gas flow rate and temperature are monitored with the turbine flow meter and temperature probe (PT-100). A gas velocity range of 15 to 65 m/s was used with a liquid injection rate varying from 0 to 1.2 l/min. It must be noted that a large part of the injected droplets deposit on the walls.

The deposition rate of the droplets on the wall was estimated from the McCoy and Hanratty study [7] and the entrainment rate of the droplets from the wall film was approximated from the Kataoka et al. study [8]. Based on the approximation for the gas velocity range of 15 to 60 m/s and the liquid rate of 50 to 1230 g/min, the droplets entrainment rate from the wall film will be in the range of 0.04 to 0.1. The deposition rate in this range will also be between 5 X 10⁻³ to 3.3 X 10⁻³ per unit area [kg/s.m⁻²]. The deposition rate estimation is based on the droplets with the diameter between 50 to 100 μm. It is important to note that higher deposition rate will be caused by the low gas velocity and high liquid injection rate.

A series of base line experiments are done without liquid injecting. The acoustic whistling frequency is obtained by FFT (Fast Fourier Transform) of the pressure signals from the pressure transducers in the cavity.

In evaluating the influence of liquid, three sets of experiments are done. In the first, gas flow sweeps are done at a fixed injection rate. In the second a sweep of the liquid injection rate is done at a fixed gas velocity. The final step is to keep the gas-liquid loading constant. These sets of experiments are done using different nozzle sizes to be able to vary the liquid rate and the droplet sizes independently.

**RESULTS**

**Without liquid injection**

For the experiments without liquid, the measured pulsation amplitude is plotted as function of Strouhal number in the Figure 5. The Strouhal number is defined with the side branch diameter and the average velocity at the inlet of the pipe. The amplitude is made dimensionless with the acoustic amplitude based on the gas density (ρ) and gas speed of sound (c).

Two modes are measured. The lowest measured mode is at a Strouhal number of Sr = 0.4, the second at a Strouhal number of Sr = 0.95. The repeatability of the base experiments was good with a maximum deviation of 8%.

**With liquid injection**

In Figure 6, the dimensionless time-averaged pressure pulsation amplitude for different liquid injection rates is plotted as a function of gas velocity. The different liquid mass flow rates are obtained by using different injector nozzles. The liquid flow rates are presented in grams of water per minute. At a typical gas velocity of 50 m/s, the maximum rate of 1230 g/min corresponds to a (no-slip) mass loading of 16%.

The visual observations show that the flow regime below the gas velocity of approximately 38 m/s (with the liquid rate of 1230 g/min) is dominated by the stratified flow. By increasing the gas velocity, the flow pattern will be dominated by the mist flow. This velocity is marked in the Figure 6 with the dashed line.
At increasing injection rates the amplitude decreases for both the modes measured. The maximum pressure amplitude decreased with a factor of two for the lower mode. For the higher mode the influence is much smaller.

Aside the amplitude also the Strouhal number changes. The same experiments are plotted in Figure 8 as function of Strouhal number. A shift in the Strouhal number (at maximum amplitude) from $S_T = 0.46$ to 0.49 is measured.

The whistling frequency is also plotted versus the gas velocity (Figure 7). The turning point in the Figure 8 indicated the peak of pressure pulsations. It can be seen that the presence of the liquid can shift the frequency in the same gas velocity.

In a second series of experiment the gas velocity was kept constant at 47 m/s (corresponding to the maximum for dry gas) and the liquid injection rate was increase from 0 to $Q_L = 1200$ g/min. The results in terms of Strouhal number are plotted in the Figure 9. In the same graph the results of the dry gas and the highest liquid injection rate of the gas sweep experiments are included. The deviation of the liquid loading line from the straight vertical line is partly due to the difference in the velocity caused by different experimental conditions (compressor load fluctuations, etc.)

In the next part of the study, the changes in the pressure pulsations are studied by keeping the liquid mass loading constant. The liquid mass loading is defined as

$$z = \frac{Q_L}{Q_g} = \frac{Q_L [kg/s]}{\rho_g u_g A_p}$$

For this reason, a higher gas velocity will require larger liquid injection. The mass loading was kept at the value of 5% and two different injection nozzles were used at different injection pressure. Thus, there will be a difference in the droplets size. The changes of
dimensionless pressure pulsation amplitude compared to reference case (no liquid injection case) are plotted versus the Strouhal number in Figure 10. The changes are given as a relative and absolute value, defined by:

$$\Delta_{abs} = \left| \frac{P'}{\rho Uc}_{\text{no liquid}} - \left( \frac{P'}{\rho Uc}_{\text{with liquid}} \right) \right|$$

$$\Delta_{relative} = \left| 1 - \left( \frac{P'}{\rho Uc}_{\text{no liquid}} \right) / \left( \frac{P'}{\rho Uc}_{\text{with liquid}} \right) \right|$$

![Figure 10](image)

It was shown that at low velocities the effect is less dominant and it can be due to the low droplets fraction in the shear layer and the vortices.

**DISCUSSION**

The influence of the liquid on the amplitude and frequency can be due:
- Lower source strength due to the influence of liquid directly on the shear layer.
- Enhanced acoustic damping in the main pipe.
- Influence on the speed of sound resulting in a less effective resonance.

**Effect of liquid on the shear layer**

The presence of the particles or droplets with high inertia in the shear layer can attenuate the vortices. In the study of Shoeibi Omrani et al. [11] the effect of solid particles inertia and mass loading on the periodic vortex shedding was determined. It was found that the particles with larger Stokes number and mass loading can damp the vortex shedding. As the shear layer interaction with the acoustic waves is the main mechanism of the sound production in the cavity, the shear layer damping might alter the pressure pulsations in side branches.

The observation in this study shows that at lower air velocities, the flow regime is closer to annular flow and by increasing the gas velocities, the flow will become annular-mist or dispersed flow. Note that the T-joints are installed upwards and they will not be affected by the wall liquid film at the bottom of the pipe. Thus, in low air velocities there will be less droplets entrained close to the cavity and consequently the shear layer will be less effected by the presence of the liquid, specifically droplets.

**Effect of liquid fraction on the sound velocity**

Another important factor is the effect of the liquid on the sound velocity. The mixture sound velocity can affect the dimensionless pulsation level by changing the amplitude of the pulsations or shifting the frequency of the pulsations. In this analysis only the effect of mixture sound velocity on the amplitude of the dimensionless pressure pulsations is discussed.

Small amounts of droplets lowers the speed of sound significantly. For a mixture, the effective speed of sound is given by

$$c_{mixture} = \frac{1}{\sqrt{\left( \frac{\alpha_L}{\rho_L c_L^2} + \frac{1 - \alpha_L}{\rho_U c_U^2} \right)}} \rho_{mixture}$$

with $c_L$ and $c_U$ are the speed of sound for the gas and liquid phase [m/s], $\rho_L$ and $\rho_U$ are the gas and liquid density [kg/m$^3$] and $\alpha_L$ the liquid hold-up. For the experiments no hold-up measurements were done an no information on the entrained fraction is present. The speed of sound is estimated assuming all injected liquid is present in the form of droplets which move at the same velocity as the gas.

![Figure 11](image)

It is important to note that this sound velocity is just an approximation and it cannot be exactly determined, because there is no information available about the percentage of the liquid that are present in the form of droplets or film. The results made dimensionless with the mixture speed of sound are plotted in Figure 12. From this graph it is concluded that the direct influence of the speed of sound, due to the velocity fluctuations is expected to be minor.
The figure shows that the effect of mixture sound velocity is more significant at the peak values. It can shift the data on the y-axis to a higher value (in this liquid loading between 6 to 13 percent increase) for larger liquid flow rates but the value is not significant. This does not explain the amplitude deduction observed in the Figure 6.

Effect of liquid on the acoustic damping

In an ongoing project the acoustic damping is measured in a pipeline for different liquid loads. The work is still in progress and no definite conclusion is available. The preliminary results show relatively low added acoustic damping for the air-water mixture.

CONCLUSIONS

This study focuses on the effect of liquid on the acoustic source power in the T-joints cavities. The double T-joint was used in this study and the liquid with different mass loading was injected to the system. The results show that the presence of liquid can alter the amplitude and the frequency of the pressure pulsations in the cavities. The effect is more dominant when the gas velocity and the liquid mass loading is larger. The peak of pressure pulsations level can be altered by injecting droplets.

The effect of the liquid on the sound velocity scaling was approximated and it shows the increase in the dimensionless pulsations levels.
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Multiphase Fluid Structure Interaction in pipe systems with multiple bends

**ABSTRACT**

Two-phase flow occurs in many situations in the process industry. Under certain circumstances this can be a source of flow-induced vibration forces. Although the occurrence of such forces is well known, not much is known about their magnitudes.

Previously a set of experiments was carried out at small scales (6 mm and 25 mm diameter). In these experiments the dynamic forces on bends and T-joint structures were measured and simple estimation models where setup. In these experiments only fully developed flow was used and a single geometrical component (bend or T-joint) [1][2][5][9].

In this paper a set of experiments are discussed in which the previous experiments are repeated at 4” scale. Dynamic forces and pressures are measured at the bends. Furthermore the upstream flow condition was verified visually. The results are compared to the previous small scale experiments and a scaling rule has been derived.

**NOMENCLATURE**

- \( A \): Tube cross sectional area \([m^2]\)
- \( D \): Tube diameter \([m]\)
- \( F_{rms} \): RMS value of \( F_R \) \([N]\)
- \( \text{Rem} \): Mixture Reynolds number \([-]\)
- \( \text{We} \): Weber number \([-]\)
- \( u_m \): Mixture velocity \([m/s]\)
- \( u_{sg} \): Superficial gas velocity \([m/s]\)
- \( u_{sl} \): Superficial liquid velocity \([m/s]\)
- \( \alpha_l \): Liquid hold-up \([-]\)
- \( \rho_l \): Liquid density \([kg/m^3]\)
- \( \sigma \): Surface tension \([N/m]\)
- \( Q_{liquid} \): Liquid mass flow \([kg/h]\)
- \( Q_{gas} \): Gas mass flow \([kg/h]\)

**INTRODUCTION**

Flow assurance is often taken to include mostly events occurring inside a flow line or well, such as wax deposition or the formation of hydrates. However, structural integrity of a piping system is obviously a basic requirement for flow assurance. This can become an issue in many situations. In single phase flow, water hammer waves caused by fast valve closures may cause high loads. In multiphase flows these problems may be exacerbated: in slug flow, for example, slugs of water move at high velocities dictated by the gas flow, resulting in high momentum and consequently high forces in locations where the flow changes direction.

Previous experiments to determine the multiphase forces were primarily on smaller scale (0.25 – 1”) [2][9]. Based on these experiments, no clear conclusion could be drawn on the effect of the tubing size. Therefore a set of experiments was setup on a 100 mm scale. In this paper in particular the three sets of the experiments by the authors are compared to each other:

- 6mm, air-water, atmospheric conditions, glass tube, horizontal setup [9]
- 25mm (sometimes referred to as 1”), air-water, atmospheric conditions, Perspex and PVC, horizontal setup [2]
- New 100mm (sometimes referred to as 4”), air-water near atmospheric, Perspex, PVC, large height differences in setup

**EXPERIMENTAL SETUP**

The experimental setup consists of a 19m long pvc pipe, including two transparent sections and the bend under investigation. The diameter of the pipe is 100mm. The water used is normal tap water, treated to prevent corrosion and the grow of algae. The treatment did not
change the relevant physical properties, such as surface tension viscosity or density.

Mixing of the air and water occurs in an Y-piece with air being injected from the top. The injection of pressurized air is controlled by a set of flow control valves. After passing some bends, the mixture enters a long horizontal section (length 124 D) to develop a stable flow condition. After this straight section the bend under investigation is located. After this bend the mixture will leave the setup to a large separator vessel (volume 7m$^3$) at atmospheric conditions.

The gas flow was varied from a superficial velocity of 0.1 to 20 m/s and the liquid flow rate was varied from 0.15 up to 3.0 m/s. The water was circulated using two pumps connected to a large vessel at atmospheric conditions. A schematic view of the setup can be found in Figure 1. In Figure 2 a photograph of this setup can be found.

The force on the bend was measured in two directions using force transducers (Brüel & Kjær type 8230-003). To be able to measure the forces in two directions independent of each other a set of stingers was used that only contains significant stiffness in one direction (see Figure 3).

The dynamic and static pressure is measured at three locations upstream the bend. One of the pressure transducers is located just before the bend. Pressures are measured using a strain-gauge pressure transducer (HBM type P3). The flow is measured using standard flow meters present in the water and air rigs at TNO flow lab facilities.

The Bends under investigation are a 180 degree bend with a distance of 0.3 m, and a 90 degree bend with a bending radius equal to the diameter of the pipe. They will be referred to as Bend 1 and Bend 2, respectively. Bend 2 is a large U-bend with a spacing between the two bends of 2.5m. In Figure 4 a photograph of the two bends are presented.
In the presentation of the results in this paper, the resulting force is calculated by adding the force measured in the two horizontal directions (see formula 1)

$$F_R = \sqrt{F_1^2 + F_2^2}$$

Before the experiment started the mechanical coupling of the piping to the supporting structure was tested by simultaneously measuring the accelerations on both the supports and the piping on a given input. During the experiments, these accelerations are continuously monitored.

FLOW CHARACTERISTICS – FLOW MAP

In Figure 5, the experimental flow regime map is compared to the classic flow maps of Mandhane and Baker [6], [7]. Mandhane’s flow map is based on pipe diameters ranging from 12.7 mm to 165.1 mm. The Baker flow map is also based on a large number of experiments. The flow map derived from the visual observations in these experiments shows agreement with the classical flow maps. This is an indication that the inflow length of this set-up is sufficiently long to produce fully developed slug flow. Due to practical limitations in the setup there are a limited amount measurement points outside the slug regime area.

FLOW CHARACTERISTICS – SLUG FLOW

The flow behaviour between the slugs formed in the 4” setup are very different from slugs in a small 6mm setup. Hydrodynamic slugs in a 6mm setup are almost completely consisting of liquid. There is almost no gas entrained in the liquid slug. At larger diameter the slug is much more aerated. At 6mm a liquid content of the slug of 92% is expected whereas for a 4” pipe this is only 47%. This large difference in gas content in the slugs is a primary reason why there might be a scaling mismatch in the forces. The change in liquid hold-up and therefore momentum is much less for the larger tube sizes compared to the smaller tube sizes. Therefore, less dynamic force are expected.

Furthermore, in the 4” setup, there is a significant height difference between the measurement section and the upstream gas inlet and the downstream separator (Figure 1). These height differences result that not only hydrodynamic slugging can occur, but also more terrain induced slugging is encountered in the experiments. Finally, there is another large difference between the setups. In the 6mm and 1” setup, the outlets to the atmosphere were close to the measurements section, which means that for these small scale experiments never more than one slug was present in the setup.

The visual flow regime observations where done on the transparent parts in the piping. Images of a slug passing the transparent section can be found in Figure 6 and Figure 7.
The differences result that the slug flow encountered in the 4” setup is less regular than was measured for the smaller setups.

**FORCES**

An example of the measured force for the two positions is given in Figure 8. Included in the same figure is the pressure just upstream of the bend.

Figure 8 Forces [N] as function of time for force sensor 1 and 2. Included is the pressure measurement just upstream of the bend.

The different experiments are compared to each based on the rms value of the total force (combined force sensor 1 and force sensor 2). It must be noted, that for the analysis of the mechanical integrity the absolute maximum and the shape of force transient are important.

Based on experiments on vertical U-bends with tubing size $D = 20.6$ mm, Riverin proposed a relation for the dimensionless force on a bend:

$$F_{\text{rms}} \propto \frac{F_\text{rms}}{\rho_m \mu_m^2 A} = CW e^{-0.4}$$  

with $We$ being the Weber number defined as

$$We = \frac{\rho_m \mu_m^2 D}{\sigma}$$

In his experiments Riverin found a good fit with a constant of $C=10$. In previous experiments on a 6 mm setup the constant $C$ was corrected to $C=3.51$ in order to match with the experiments [9] in the experiments on a 25 mm setup the dimensionless force was under predicted when using $C=10$.

**EFFECT OF MULTIPLE BENDS**

The results of bend 1 and bend 2 are also evaluated to see what the effect would be of having multiple bends in one setup. Bend 1 is considered to be a combination of two 90 degree bends and bend 2 is considered to be a single 90 degree bend.

The flow regimes are similar for the two set-ups as can be seen in Figure 5. Which means that in both cases it was considered that the same flow patterns arrive at the upstream bend. In Figure 9, the forces on the upstream bend for the two configurations are compared to each. The differences between the two experiments is marginal. This means that in the experiments, the influence of the downstream piping can be considered to be very small. This indicates also that it is likely that each bend can be evaluated independently even in close proximity of other bends. In future experiments, it must be evaluated whether this also holds for the downstream bend.

**EFFECT OF SCALING**

In Figure 10 the total rms forces of the 1”and 4” experiments are compare to each other (note that the results presented in [1][2] contained an error and are a factor 100 lower than previously presented). The 4” experiments are the approximately one order higher, which fits with a direct scaling with the tube area.

From the smaller scale experiments it was concluded that the main component in the forces on the bend can be described by a change in mixture momentum when the fluid passes the bend [2]. This seemed valid independently of flow regime.
Therefore rather than making the force dimensionless with the liquid momentum, the force is made dimensionless with mixture momentum. In case of the mixture momentum ($\rho_m u_m^2$) the no slip liquid hold-up is used to calculate the mixture density. That is:

$$\rho_m = \left(\frac{Q_{\text{liquid}}}{Q_{\text{liquid}} + Q_{\text{gas}}}\right) \rho_{\text{liquid}} + \left(\frac{Q_{\text{gas}}}{Q_{\text{liquid}} + Q_{\text{gas}}}\right) \rho_{\text{gas}}$$  \hspace{1cm} (4)

In Figure 11, the dimensionless force is plotted as a function of the no-slip liquid hold-up for the two 4" bend experiments, the 1" experiments and the 6mm experiments. As with the 1" experiments, the scaling with the mixture momentum fails for the single phase conditions but at two-phase conditions, the results are almost independently of tube diameter. It can be concluded that the influence of the amount of liquid on the forces on the bend are equal for scales investigated.

These results confirm that the expression for the resulting rms force, $F_r$, is given by the following formula:

$$F_r = \sqrt{2} \rho_m U_m^2 A$$  \hspace{1cm} (5)

Riverin found that for his specific setup a good fit between the dimensionless forces and the weber number could be made using a constant of $C=10$ (see equation 2) results from a setup with a diameter of 6mm showed a good fit with $C=3.51$ In Figure 12 The results of the 4 inch setup are plotted against the weber number and this time a best fit is made using Riverin criteria with a constant of $C=50$. From this we can say that the weber number, as proposed by Riverin, is not a practical non-dimensional number to use for determining the resulting rms forces on a bend due to slug flow.

Figure 11 Dimensionless force as function of no-slip liquid hold-up. Results of 6mm, 1" and 4" geometry.

Figure 12 Dimensionless forces as function of the Weber number. Results from the 1 inch and 4 inch setup are displayed.

CONCLUSION

Combining the results and observations from this investigation leads to the following conclusions:

- The flow characteristics of an air-water flow through a 4 inch pipe has been analyzed. The flow regime map corresponds to the classical flow maps. This confirms the validity of the experimental set-up.
- The effect of multiple bends on the resultant force appears to be negligible. A second bend located directly after the bend under investigation does not seem to influence the resultant force on the first bend.
- The criteria described by Riverin is not practical for determining the resultant force since the scaling factor needs to be scaled too when the diameter of the setup is changed.
- The real rms forces do scale linear with the increase of the cross sectional area, when seen as a function of the mixture velocity.
- The dimensionless resulting force as a function of mixture velocity describes the experiments well, because the dimensionless force as a function of no-slip liquid hold-up is similar for the different small scale experiments (ranging from $D=6$ mm to $D=100$ mm). Despite the differences in the setup and the non-controlled hydrodynamic flow regimes, the scaling with mixture momentum works.
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ABSTRACT

Experiments have been conducted to investigate the vortex-induced vibration (VIV) response of a rigid section of a curved circular cylinder. Two curved configurations, a concave and a convex, were tested regarding the direction of the flow, in addition to a straight cylinder that served as reference. Amplitude and frequency response are presented versus reduced velocity for a Reynolds number range between 750 and 15,000. Results showed that the curved cylinders presented significant less vibration for both concave and convex configurations when compared to the typical VIV response of a straight cylinder. The concave configuration presented relatively high amplitudes of vibration that are sustained beyond the typical synchronisation region. We believe this distinct behaviour between the convex and the concave configurations is related to the wake interference happening in the lower half of the curvature due to perturbations generated in the horizontal section when it is positioned upstream. Particle-image velocimetry (PIV) measurements of the separated flow along the cylinder highlight the effect of curvature on vortex formation and excitation revealing a complex fluid-structure interaction mechanism.

NOMENCLATURE

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$D$</td>
<td>Cylinder external diameter</td>
</tr>
<tr>
<td>$h$</td>
<td>Cylinder vertical length below the water line</td>
</tr>
<tr>
<td>$m^*$</td>
<td>Mass ratio</td>
</tr>
<tr>
<td>$\zeta$</td>
<td>Structural damping ratio</td>
</tr>
<tr>
<td>$f_0$</td>
<td>Natural frequency in air</td>
</tr>
<tr>
<td>$U$</td>
<td>Flow speed</td>
</tr>
<tr>
<td>$U/Df_0$</td>
<td>Reduced velocity</td>
</tr>
<tr>
<td>$\hat{x}$</td>
<td>Streamwise harmonic amplitude of vibration</td>
</tr>
<tr>
<td>$\hat{y}$</td>
<td>Cross-flow harmonic amplitude of vibration</td>
</tr>
<tr>
<td>$f_x$</td>
<td>Streamwise oscillating frequency</td>
</tr>
<tr>
<td>$f_y$</td>
<td>Cross-flow oscillating frequency</td>
</tr>
<tr>
<td>$Re$</td>
<td>Reynolds number</td>
</tr>
<tr>
<td>$St$</td>
<td>Strouhal number</td>
</tr>
</tbody>
</table>

INTRODUCTION

Ongoing deep-sea exploration, installation and production of hydrocarbon energy need the development of new viable technologies. One of these is the requirement of a robust and reliable analysis tool for the prediction of vortex-induced vibration (VIV) of marine structures exposed to ocean currents. Because VIV can cause high cyclic-loading fatigue damage of structures, it is now widely accepted to be a crucial factor that should be taken into account in the preliminary analysis and design. However, many insightful VIV aspects are still unknown and far from fully understood; these render the structural design quite conservative with the use of a large factor of safety. For offshore structures with initial curvatures and high flexibility such as catenary risers, mooring cables and free-spanning pipelines, the theoretical, numerical or experimental VIV research is still very lacking.

Risers are very long pipes used to carry oil from the sea bed to offshore platforms floating on the water surface. Under the effect of sea currents, these flexible structures are especially susceptible to flow-induced vibrations, particularly since they have a relatively low...
mass compared to the mass of the displaced fluid. Generally, an offshore floating platform accommodates more than 40 riser pipes together with many other cylindrical structures. The interaction of these flexible structures can produce an even more complex problem, resulting in vibrations with rather unexpectedly higher amplitudes [1]. Flow interference from the platform hull, the soil on sea bed and the pipe itself can also increase the complexity of the flow, generating complex responses.

The riser may respond with different amplitudes and frequencies depending on the flow excitation and structural stiffness along the length of the pipe. Consequently, several modes of vibration with varying curvature appear along the span resulting in a very rich fluid-structure interaction mechanism [2]. In addition to that, flexible risers can be laid out in a catenary configuration which results in high curvature close to the region where it touches the bottom of the ocean, called the touchdown point.

In an attempt to understand and model the fluid-dynamic behaviour around curved sections of risers we have performed experiments with a curved section of rigid cylinder in a water channel. This idealised experiment is far from reproducing the real conditions encountered in the ocean, nevertheless it should throw some light on understanding how the vortex shedding mechanism is affected by the curvature of the pipe.

An investigation into the vortex shedding patterns and the fundamental wake topology of the flow past a stationary curved circular cylinder has been carried out by Miliou et al. [3] based on computational fluid dynamics studies. As a result of pipe initial curvatures, flow visualizations highlight different kinds of wake characteristics depending on the pipe (convex or concave) configuration and its orientation with respect to (aligned with or normal to) the incoming flow. When the flow is uniform and normal to the curvature plane, the cross-flow wake dynamics of curved pipes behave qualitatively similar to those of straight pipes. This is in contrast to the case of flow being aligned with the curvature plane where wake dynamics change dramatically. However, these scenarios are pertinent to a particular stationary cylinder case in a very low-Reynolds number range. The VIV behaviour will further transform if the structure oscillates and interacts with the fluid wakes, depending on several fluid-structure parameters.

**EXPERIMENTAL ARRANGEMENT**

Experiments have been carried out in the Circulating Water Channel of the NDF (Fluids and Dynamics Research Group) at the University of São Paulo, Brazil. The NDF-USP water channel has an open test section 0.7m wide, 0.9m deep and 7.5m long. Good quality flow can be achieved up to 1.0m/s with turbulence intensity less than 3%. This laboratory has been especially designed for experiments in flow-induced vibrations and more details about the facilities are described in Assi et al. [4].

A rigid section of a curved circular cylinder, with an external diameter of $D = 32$mm, was made of ABS plastic and Perspex tubes according to the dimensions shown in Figure 1. The curved cylinder was composed of a horizontal section with $10D$ in length, a curved section with $10D$ radius and a vertical section with length $h/D$ that could be varied with reference to the water line. The water level was set to 700mm from the floor of the channel, which meant that the $10D$-long horizontal part of the cylinder was not close enough to the floor to suffer interference from the wall.

The model was connected by its upper end to a long pendulum rig (length $H = 3.0$m) that allowed the system to oscillate in two degrees of freedom (2dof) in the cross-flow and streamwise directions. The model was attached to two pairs of coil springs that provided the stiffness of the system. The springs were set to provide the same natural frequency ($f_0$, measured in air) in both the cross-flow and streamwise directions. The design and construction of the pendular elastic rig was made by Freire et al. [5] based on a previous idea employed by Assi et al. [6,7] for experiments with VIV suppressors. The present apparatus has been validated for VIV experiments by Freire et al. [8,9].

Two laser sensors measured the cross-flow and streamwise displacements of the pendulum referring to the displacement of the bottom tip of the models. An load cell was installed before the springs to allow for instantaneous measurements of lift and drag acting on the cylinder. (Hydrodynamic forces will not be discussed in this paper.) A particle-image velocimetry (PIV) system was employed to analyse the wake along the span.

Regarding the flow direction, two orientations were investigated: a convex and a concave configuration according to the direction of the flow approaching the curvature. The flow direction in the test section of the water channel was not changed; naturally the curved cylinder was rotated by 180 degrees to allow for both concave and convex arrangements. This is also illustrated in Figure 1.

Decay tests have been performed in air in order to determine the natural frequencies of the system in both directions as well as the level of structural damping. The apparatus with one universal joint and four springs turned out to present a very low structural damping of $\zeta = 0.2\%$, measured as a fraction of the critical damping. The to-
FIGURE 1: Experimental arrangement in the NDF-USP circulating water channel. The cylinder was rotated by 180 degrees to arrange concave and convex configurations.

TABLE 1: Structural properties.

<table>
<thead>
<tr>
<th></th>
<th>$m^*$</th>
<th>$\zeta$</th>
<th>$m^* \zeta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Straight cylinder</td>
<td>2.8</td>
<td>0.2%</td>
<td>0.0056</td>
</tr>
<tr>
<td>Curved cylinders</td>
<td>2.1</td>
<td>0.2%</td>
<td>0.0042</td>
</tr>
</tbody>
</table>

The oscillating mass of the system was measured in air, resulting in a non-dimensional mass ratio $m^*$, defined as the ratio between the total mass and the mass of displaced fluid. Consequently, the mass-damping parameter $m^* \zeta$ of the system was kept to the lowest possible value in order to amplify the amplitude of response.

Table 1 presents a summary of the structural parameter for both the straight and curved cylinder.

RESULTS OF A STRAIGHT CYLINDER

A preliminary VIV experiment was performed with a straight cylinder in order to validate the set-up and generate data for comparison. The same pendulum rig was employed, only replacing the curved model by a straight cylinder with the same diameter. This time, the straight cylinder was long enough to reach the bottom wall only leaving a 3mm clearance to allow for free movement of the pendulum in any direction.

The dynamic response of the straight cylinder covered a reduced velocity range from 1.5 to 12, where reduced velocity ($U/D f_0$) is defined using the cylinder natural frequency of oscillation measured in air. The only flow variable changed during the course of the experiments was the flow velocity $U$, which, as for full-scale risers, alters both the reduced velocity and the Reynolds number between 750 and 15,000 for a maximum reduced velocity of 20.

Throughout the study, cylinder displacement amplitudes ($\hat{x}/D$ for the streamwise and $\hat{y}/D$ for the cross-flow directions) were found by measuring the root mean square value of response and multiplying by the square root of 2 (the so called harmonic amplitude). This is likely to give an underestimation of maximum response but was judged to be perfectly acceptable for assessing the general behaviour of VIV, since the response is mostly harmonic. Results presented in the present study correspond to the displacement of the lowest point of the model, i.e., the end of the cylinder closer to the section floor, thus representing the maximum displacement developed by each model. Displacements are non-dimensionalised by the cylinder diameter $D$. 
FIGURE 2: Cross-flow ($\hat{y}/D$) and streamwise ($\hat{x}/D$) amplitude of vibration versus reduced velocity for a straight cylinder and concave configurations varying the vertical section length ($h/D$).

FIGURE 3: Cross-flow ($\hat{y}/D$) and streamwise ($\hat{x}/D$) dominant frequency of response versus reduced velocity for a straight cylinder and curved concave configurations varying the vertical section length ($h/D$).
FIGURE 4: Cross-flow ($\hat{y}/D$) and streamwise ($\hat{x}/D$) amplitude of vibration versus reduced velocity for a straight cylinder and convex configurations varying the vertical section length ($h/D$).

FIGURE 5: Cross-flow ($\hat{y}/D$) and streamwise ($\hat{x}/D$) dominant frequency of response versus reduced velocity for a straight cylinder and curved convex configurations varying the vertical section length ($h/D$).
Figures 2 and 4 compare the reference cross-flow and streamwise responses obtained from two different runs with the straight cylinder. In the first one, flow speed was increased in 30 steps from zero to a maximum, while in the second it was decreased from the maximum to zero. Both data sets overlap rather well for all the reduced velocity range except for a region around $U/Df_0 = 6$ where the well-known phenomenon of hysteresis in the VIV response has been observed. The streamwise VIV response also seems to occur in two resonance ranges ($U/Df_0 = 2$ and 6), the so-called second and third instability ranges involving asymmetric vortices.

Although the observed peak amplitude of $\hat{\delta}/D = 1.5$ around $U/Df_0 = 6$ is slightly higher than other results found in the literature for similar values of $m^*\zeta$ (for example, Assi et al. [6]) the general behaviour of both curves show a typical response for 2-dof VIV. The higher amplitude found here could be explained by the very low mass-damping characteristics of the system and the geometric projection of the amplitude at the tip of the model and not at mid-length as usual.

Although the cylinder was initially aligned in the vertical position, in flowing water the mean drag displaces the cylinder from its original location reaching a slightly inclined configuration from the vertical. This was judged not to be detrimental to the experiment; hence the inclination of the cylinder was not corrected between each step. The same procedure was adopted for the curved cylinder.

Figures 3 and 5 present the dominant frequency of response versus reduced velocity. The dataset for the straight cylinder is repeated in both figures to serve as reference. Two dashed lines inclined with different slopes represent the region for a Strouhal number of 0.2 and 0.4, i.e., an estimation of the vortex shedding frequency for a straight cylinder. In the first and second resonance regions are totally suppressed, probably owing to the hydrodynamic damping effect induced by the cylinder’s horizontal part. At the same time, the streamwise vibration $\hat{\delta}/D$ for the concave configurations are different from the typical VIV development by the straight cylinder. Streamwise vibrations in the first and second resonance regions are totally suppressed, probably owing to the hydrodynamic damping effect induced by the cylinder’s horizontal part. At the same time, the streamwise vibration $\hat{\delta}/D$ for the concave configuration capable of extracting energy from the flow. We shall return to this point when investigating the velocity flow field with PIV.

For each concave and convex configuration, the vertical section of the cylinder close to the free surface was varied in three different lengths: $h/D = 0, 5$ and 10. The overall response for the three values of $h/D$ is very similar, showing only minor differences at the beginning of the synchronisation range between $U/Df_0 = 3.0$ and 5.0. Apart from that, no distinct behaviour was observed as far as a variation in $h/D$ is concerned for both concave and convex configurations.

The cross-flow displacement does not reveal distinct upper and lower branches of vibration such as those observed for a straight cylinder, but it produces a smooth curve that spans the whole synchronisation region with maximum amplitude around $\hat{\delta}/D = 0.75$ for the concave and 0.65 for the convex configurations. No hysteresis is found.

However, the most interesting feature of such a behaviour is found when the convex response is compared to the concave one (Figures 2 and 4). While the convex curve for $\hat{\delta}/D$ drops immediately between $U/Df_0 = 8$ and 10 to a level of $\hat{\delta}/D \approx 0.1$, the response for the concave case does not diminish, but is sustained for higher reduced velocities around $\hat{\delta}/D = 0.3$ until the end of the experiment. Apparently there must be a fluidelastic mechanism occurring for reduced velocities above 8.0 for the concave configuration capable of extracting energy from the flow to sustain vibrations around $\hat{\delta}/D = 0.3$. We shall discuss this point later while analysing the PIV flow fields.

In the streamwise direction the responses of the curved cylinders are different from the typical VIV developed by the straight cylinder. Streamwise vibrations in the first and second resonance regions are totally suppressed, probably owing to the hydrodynamic damping effect induced by the cylinder’s horizontal part. At the same time, the streamwise vibration $\hat{\delta}/D$ for the concave
case also shows increasing amplitude taking off for reduced velocities higher than 10 and reaching $\hat{x}/D \approx 0.35$ for the highest flow speed. It coincides with the increased amplitude observed in the cross-flow direction and should be related to the same excitation mechanism. Once more, no distinct difference in the streamwise response was observed while varying $h/D$.

**Frequency of vibration**

Figures 3 and 5 present the dominant frequency of oscillation non-dimensionalised by the natural frequency for both cross-flow and streamwise directions of motion. Results for the curved cylinder show a consistent behaviour in the cross-flow direction, with data points following the Strouhal line up to the upper branch peak but remaining closer to $f_y/f_0 = 1.0$ for the rest of the reduced velocity range. In the streamwise direction, we find data points following both Strouhal lines and also very low frequencies indicating random drifts instead of periodic oscillations. Since the displacements in the streamwise direction are much smaller for the curved cylinder than the straight one, we should expect broader frequency spectra dominating over the response.

One might remember that the straight and curved cylinder should have very similar values of added mass in the cross-flow direction, but slightly different values in the streamwise direction due to the geometric properties relative to the flow. We have not taken such effect into account in this paper, but it might be playing an important role defining the frequencies of oscillation in water.

**Trajectories of motion**

Figure 6 qualitatively compares samples of displacement trajectories obtained for three experiments performed with the straight cylinder and the curved cylinders with $h/D = 10$. The straight cylinder presents distinct eight-shape figures typical of 2dof VIV owing to the 2:1 ratio on the streamwise to cross-flow frequency of excitation. On the other hand, trajectories for both configurations of the curved cylinder reveal that the streamwise displacement is greatly reduced when compared to the straight cylinder. Both concave and convex cases show very little movement in the streamwise direction for the whole range of reduced velocity.

Another interesting observation relates the movement of both curved cylinders. It is clear that for reduced velocities greater than 10 the convex cylinder shows little displacement in both direction, while vibrations are sustained until the end of the experiment for the concave case as shown in Figures 2 and 4.

**VELOCITY FIELDS**

PIV measurements of the flow around the cylinder were performed for both concave and convex configurations as presented in Figures 7 to 10. Four visualisation areas for each configuration, labelled A1 to A4, were conveniently distributed along the length of the cylinder in order to evaluate as much as possible to flow pattern around the body. All four areas are in the same plane illuminated by the laser, which is parallel to the plane of curvature only dislocated by $1D$ from the centre of the cylinder in order to capture the highest velocities induced by the vortex tubes. Figures 8 and 10 show the location of each area composing the flow filed along the cylinder. It is important to note that each velocity field was obtained from a different acquisition; hence A1, A2, A3 and A4 are not correlated in time.

All PIV measurements were performed for a static cylinder at $Re \approx 1000$. Of course the wake pattern for the static cylinder is expected to be different from the wake of an oscillating cylinder, but even an analysis of a fixed body can contribute to the understanding of the complex vortex-structure interaction occurring during the response. A similar approach was employed by Miliou et al. [3] who performed numerical simulations for a static, curved cylinder between $Re = 100$ and 500.

With that in mind, let us analyse first the flow pattern around the concave configuration in Figures 7 and 8. The overall flow around the body can be divided in two parts:

(I) Areas A1 and A2 show the region where the flow is mostly parallel to the axis of the cylinder. Therefore, no clear vortex tubes are observed with concentrated axial vorticity. Instead, the flow along the horizontal length is disturbed by the separation occurring at the tip of the cylinder. Area A1 shows the flow approaching the disk facing upstream and separating into a recirculation bubble. The periodicity of the shedding associated with this region is also related to the flow speed and the diameter $D$, but no coherent vortices parallel to the cylinder are able to form. As a consequence, a cascade of small vortices is convected downstream along the horizontal length (see area A2) reaching the beginning of the curved section.

(II) Areas A3 and A4 show the region where the flow is mainly perpendicular to the axis of the cylinder. Coherent vortex tubes tend to form following the curvature of the body, but further downstream they are stretched and rapidly breakdown into smaller vortices that are convected by the flow. Area A3 show the instant when a vortex tube is shed almost tangent to the curvature, while area A4, around the vertical section, reveal a formation region more or less aligned with the axis of the cylinder. Streamlines drawn in areas A3 and A4 reveal a non-negligible
velocity component deflecting the flow downwards immediately after the vortex formation region. As we move along the cylinder towards the water line from A3 to A4 the downward component is gradually reduced until it eventually disappears towards the upper half of A4. This region marks the competition between two wake modes existent along the transition from curved to straight cylinder. This looks similar to Figure 15 in Miliou et al. [3], with Re = 100, although without the cylinder horizontal section therein.

Analysing the flow pattern for the convex configuration in Figures 9 and 10 we notice two striking differences:

(I) Because the flow approaching the convex body does not encounter a blunt disk facing upstream, no strong separation or recirculation bubble is formed. As a consequence, the horizontal section seen in areas A1 and A2 is not exposed to a disturbed, unsteady flow parallel to the axis of the cylinder. In fact, A1 and A2 reveal that the upper half of the horizontal length is exposed to a periodic flow formed by a regular wake, while the bottom half experiences almost no perturbation, with streamlines showing a well behaved flow field parallel to the axis.

(II) Now, looking at the upper half of the body (A3 and A4) we notice much stronger and coherent vortex tubes when compared to the flow around the concave configuration. Area A3 reveals some kind of vortex dislocation after a formation region that increases in length as we move upwards. Because the convex geometry does not encourage the vortex tubes to stretch and break, a periodic wake seems to be sustained farther downstream. In contrast with the flow around the concave configuration, the velocity field around the curved section has a non-negligible vertical component upwards. It is stronger in A2 and is gradually reduced as we move upwards along the curvature in A3. This looks similar to Figure 3 in Miliou et al. [3] for Re = 100.

**THE EXCITATION MECHANISMS**

The main question to be answered by the present study is concerned with the fact that the amplitude in the cross-flow direction for the convex configuration is able to drop down to 0.1 for high reduced velocities while the concave configuration sustains vibration around 0.35. We believe this distinct behaviour between the convex and the concave configurations is related to the wake interference
FIGURE 7: Composition of PIV velocity fields for concave configuration with $h/D = 5$.

(a) A1

(b) A2

(c) A3

(d) A4

FIGURE 8: Detailed velocity fields from Figure 7. Flow direction is from right to left and vectors are coloured by velocity magnitude. $Re = 1000$. 
FIGURE 9: Composition of PIV velocity fields for convex configuration with $h/D = 5$.

FIGURE 10: Detailed velocity fields from Figure 9. Flow direction is from right to left and vectors are coloured by velocity magnitude. $Re = 1000$. 
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happening in the lower half of the cylinder due to perturbations generated in the horizontal section when it is positioned upstream.

In the concave configuration the horizontal part of the cylinder is located upstream of the curved and vertical parts. The approaching flow encounters a circular blunt leading edge with a clear separation region around the circumference (Figure 8(a)). The flow that separates at the leading edge tends to create a separation bubble and latter reattaches along the horizontal section of the cylinder. Because the cylinder already presents cross-flow and streamwise vibrations, the three-dimensional separation bubble will not find a stable configuration nor a definite reattachment region, instead it will develop a periodic behaviour that may result in three-dimensional vortices being shed downstream, reaching the other parts of the cylinder. This is very clear in areas A1 and A2 of Figures 7 and 8 for the static cylinder.

The fluid-elastic mechanism behind the response may be a composition of different phenomena acting at the same time. We believe this interaction between the disturbed flow from the upstream horizontal part with the curved and vertical parts is responsible for sustaining the level of vibration around $\tilde{y}/D = 0.35$ and $\tilde{\xi}/D = 0.35$. We suggest such an interaction may be occurring in the following forms:

(i) Vortices generated along the horizontal section may impinge on the curved part generating impulses in the same manner that large eddies of turbulence induce buffeting on elastic structures. Because the concave configuration has a longer section immersed in such a disturbed wake it is more susceptible to buffet. Evidence that a buffeting-like phenomenon might be occurring is that the streamwise vibration shows a considerable increase in amplitude with increasing flow speed further out of the synchronisation range. Figure 6(b) also reveals that these vibrations are not harmonic and may even be chaotic, another evidence supporting the buffeting-excitation hypothesis.

(ii) The disturbed flow from the horizontal part may be disturbing and disrupting the vortex shedding mechanism from the curved and vertical sections, for example uncorrelating the vortex shedding mechanism in a curved region of the cylinder near the horizontal part. Also, the vortex wake along the curved-vertical half of the concave cylinder showed less correlation along the span, resulting in a lower peak of vibration during the synchronisation range.

(iii) Because the concave configuration has a fixed separation ring at the circle facing upstream, there might be some galloping-like instability related to the separation and reattachment of the three-dimensional bubble. This could generate non-resonant forces that could sustain some level of vibration for reduced velocities above the synchronisation range.

(iv) Finally, the concave configuration might experience some kind of instability related to the geometric arrangement of the experiment. Because the centre of pressure is located upstream of the vertical axis of the pendulum a minute deflection (or torsion) of the cylinder may result in a resolved force that will increase displacement. The opposite is true for the convex configuration in which the centre of pressure downstream of the vertical axis of the pendulum can only generate stabilising forces.

Of course all four mechanisms suggested above may also be occurring simultaneously or it may not even be possible to explain them separately. In addition, they might as well be very dependent on Reynolds number and amplitude of vibration.

**CONCLUSIONS**

We have investigated the VIV response of a curved cylinder for a concave and convex configurations regarding the approaching flow. We conclude that:

(i) In general terms, a curved cylinder presents a lower peak of amplitude of vibration in both the cross-flow and streamwise direction when compared to a straight cylinder. Nevertheless, a considerable level of streamwise vibration, not attributed to VIV, was observed for reduced velocity as high as 18.

(ii) Although the peak amplitude is reduced, a curved cylinder may present a significant level of vibration that is sustained for higher values of reduced velocity beyond the end of the typical synchronisation range.

(iii) The concave configuration shows a considerable level of cross-flow vibration around $\tilde{y}/d = 0.35$ up to the highest reduced velocity performed in this experiment.

(iv) The overall response showed little dependency on the vertical length immediately below the water line, at least for a section varying between $h/D = 0$ and 10.

(v) We suggest that the flow-structure interaction mechanism that differentiates the concave form the convex response has its origin in the disturbed flow that separates from the horizontal part located upstream. This could be related to buffeting, galloping, disturbed VIV or geometric instabilities.

Future work should concentrate on correlated PIV analyses of the vortex formation along the curvature as well as on measurements of the flow field on planes perpendicular to the plane of curvature. An investigation of the interference effect generated by the separation at the
tip of the horizontal section could also help towards understanding the response. PIV measurements for an oscillating cylinder, especially at high reduced velocities, could throw some light into the actual mechanism of excitation.
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ABSTRACT

We study the Vortex-Induced Vibrations (VIV) of a flexibly-mounted cylinder inclined to the oncoming flow by conducting a series of experiments. For a fixed inclined rigid cylinder, there have been various experimental and numerical studies and it is believed that, at least up to a critical angle of inclination, the cylinder behaves similarly to a vertical one if the component of the flow velocity normal to the cylinder axis is considered. We conduct a series of experiments on a flexibly-mounted rigid cylinder placed inclined to the oncoming flow with various angles of inclination and we examine how various angles of inclination result in various lock-in regions (large-amplitude vibrations). In our experiments, a rigid cylinder is mounted on springs, and is placed in the test section of a recirculating water tunnel. We use air bearings to reduce the structural damping of the system. Even at high angles of inclination, large-amplitude oscillations are observed, and the onset of lock-in increases with increasing angle of inclination. If the normal component of the oncoming flow is used, the onset of lock-in is observed at a normal reduced velocity of around 4.0, but the width of the lock-in range decreases as the angle of inclination increases. At the maximum angle of inclination tested (65 degrees), a second range for the high-amplitude oscillations is observed at higher normal reduced velocities.

NOMENCLATURE

$S_t$: Strouhal number  
$Re$: Reynolds number  
$L$: Immersed length of the cylinder  
$D$: Diameter of the cylinder  
$m$: Total moving mass  
$m^*$: Mass ratio  
$\zeta$: Structural damping ratio  
$U^*_r$: Reduced velocity  
$U^*_n$: Normal reduced velocity  
$f$: Oscillating frequency of the cylinder  
$f_n$: Natural frequency of the system  
$f_s$: Vortex shedding frequency  
$f^*$: Non-dimensional frequency  
$A^*$: Non-dimensional amplitude

INTRODUCTION

The Vortex-Induced Vibrations (VIV) of a rigid cylinder inclined to the oncoming flow is not studied as extensively as the normal-incidence case, despite its applications in the riser tubes, cables under sea, mooring lines of floating offshore wind turbines and subsea pipelines, where the direction of the flow may not always be perpendicular to the long axis of the structure. An existing hypothesis, called the Independence Principle (IP), which is mainly used for the fixed cylinders inclined to flow, states that the inclined cylinders can be treated as normal-incidence ones, if only the component of the free stream velocity normal to the cylinder axis is considered. This approach neglects the effect of the axial component of the flow velocity, which is legit for small angles of inclination but becomes dominant as the angle of inclination increases.

Figure 1. An inclined cylinder placed in flow along with the normal and tangential components of flow velocity

The angle of inclination is defined as the angle between the cylinder axis and the plane normal to the incoming flow ($\theta$ in Figure 1). Zero angle of inclination corresponds to a cylinder perpendicular to the incoming flow (cross-flow). A cylinder inclined away from the incoming flow is considered to have a positive angle of inclination and otherwise.

For a fixed inclined rigid cylinder, studies conducted by Surry and Surry (1967), Van Atta (1968), Ramberg (1983), Kozakiewicz et al. (1995), Zhao et al. (2009) among others suggest that the cylinder behaves similarly to a normal cylinder up to an inclination of around 40° to 50°. But in the case of a flexibly mounted inclined
forces were higher than predicted by IP and the lift forces to the cylinder axis. In addition, they found that the drag of a freely vibrating cylinder, the vortex shedding was parallel to the cylinder axis in the normalized reduced velocity range stated by King (1977) and Ramberg (1983). For a 0.52 for an increase in the inclination ($\theta$) of circular cylinders forced to vibrate at a constant Reynolds number:

$$A^* = 5.8 - 6.4$$

King (1977) justified taking the component of the flow velocity ($U \cos \theta$) to calculate the reduced velocity and drag forces by performing flow visualization tests. He demonstrated that flow over $-34^\circ$ in-line oscillating inclined cylinder was normal to the cylinder axis. The existence of the axial flow was also evident and it was different in the case of positively and negatively inclined cylinders. Positive angles of inclination lead the flow to move down the back face of cylinder and negative angles caused the flow move up the back face of the cylinder (Figure 2). Ramberg (1983) studied the effect of the angle of inclination on circular cylinders forced to vibrate in a Reynolds number range of 160 to 460. He observed parallel vortex shedding till $\theta = 50^\circ$ (condition for IP validity) and summarized that the end conditions dominate the flow around an inclined cylinder.

Van Atta (1968) investigated a higher inclination range ($50^\circ \leq \theta \leq 75^\circ$) on hot wires. He confirmed that large oscillations could be seen for such high angles and that the maximum-amplitude region lies in the normalized reduced velocity ($U^*_{N} = U \cos \theta / f_N \rho D$) range of 5.8 - 6.4. King (1977) justified taking the component of the flow velocity ($U \cos \theta$) to calculate the reduced velocity and drag forces by performing flow visualization tests. He demonstrated that flow over $-34^\circ$ in-line oscillating inclined cylinder was normal to the cylinder axis. The existence of the axial flow was also evident and it was different in the case of positively and negatively inclined cylinders. Positive angles of inclination lead the flow to move down the back face of cylinder and negative angles caused the flow move up the back face of the cylinder (Figure 2). Ramberg (1983) studied the effect of the angle of inclination on circular cylinders forced to vibrate in a Reynolds number range of 160 to 460. He observed parallel vortex shedding till $\theta = 50^\circ$ (condition for IP validity) and summarized that the end conditions dominate the flow around an inclined cylinder.

Lucor and Karniadakis (2003) performed direct numerical simulation (DNS) to validate the IP for stationery and freely vibrating rigid cylinders for $\theta = -60^\circ$ and $-70^\circ$ with $m^* \zeta = 0.006$ and an aspect ratio ($L/D$) of 22 at a constant Reynolds number: $Re = 1000$. They observed that the maximum amplitude response decreases with the increase in the inclination ($A^* = 0.63$ for $-60^\circ$ and $A^* = 0.52$ for $-70^\circ$) and the maximum amplitude lies in the $U^*_{N}$ range stated by King (1977) and Ramberg (1983). For a freely vibrating cylinder, the vortex shedding was parallel to the cylinder axis. In addition, they found that the drag forces were higher than predicted by IP and the lift forces were correlated along the length of the cylinder in the case of $-70^\circ$ compared to $-60^\circ$.

Franzini et al. (2009) performed experiments on inclined cylinders free to oscillate in the cross-flow direction till $\theta = 45^\circ$ and observed that the amplitude, lift and drag coefficients lie in the same normalized reduced velocity range as stated by King (1977) and Ramberg (1983). Finally, Willden and Guerbi (2010) performed forced oscillation tests across a range of oscillating frequencies ($f/f_5$) at a fixed oscillation amplitude ($A/D=0.3$), emphasizing on the variation of the component of the lift coefficient in phase with the cylinder’s velocity $C_{L,c}$, which is calculated as:

$$C_{L,c}(t) = C_{L,c} \sin \phi$$  \(1\)

where $\phi$ is the phase angle by which $C_{L,c}(t)$ leads the displacement $y(t)$. For $\theta = 60^\circ$, they observed two excitation regimes: The first wider regime around $f/f_5 = 0.75$ resulted in parallel vortex shedding, and the second small regime around $f/f_5 = 1$ resulted in slantwise vortex shedding.

In this study, we conduct a series of experiments on a flexibly mounted inclined rigid cylinder up to an angles of inclination of $65^\circ$ in the subcritical Reynolds range of $Re = 500$-10,000.

**EXPERIMENTAL SETUP**

The experiments were performed in a re-circulating water tunnel with a test section of 1.27 m x 0.50 m x 0.50 m with turbulence intensity of less than 1% RMS up to 0.3 m/s flow velocity. To achieve a low mass-damping coefficient, two air bearings were mounted on rigid parallel shafts located atop the water tunnel test section, resulting in one-degree-of-freedom oscillations in the cross-flow direction. The structural damping coefficient ($\zeta$) of the system is around 0.0045 and the mass ratio ($m^* \zeta = 4\pi^2 m^2 \zeta D^3 / L$) of the cylinder is 0.65, leading to a mass-damping coefficient of $m^* \zeta = 0.029$. The mass of the system includes the mass of the cylinder and the moving objects such as the air bearings and the supporting plate. The 12.7 mm diameter solid aluminum cylinders were machined to achieve the desired inclination such that for each cylinder, the lower end was cut parallel to the test section floor. The imersed aspect ratio ($L/D$) of the cylinders was kept constant at 29 for every angle of inclination. The natural frequency ($f_5$) of the system was measured by performing a decay test in air and was 1.0 Hz (Figure 3).

The end conditions of the cylinder play an important role in the observed VIV response as demonstrated by King (1977) and Ramberg (1983). For a vertically mounted cylinder partially submerged in water, the upper end of the cylinder is in contact with the free surface and the lower end is submerged in water. The free surface does not influence the parallel vortex shedding (Khalak and Williamson, 1996) but the lower end of the cylinder can induce three-dimensionality into the flow. We...
performed experiments with two different scenarios: First a cylinder with no end plate and then a cylinder with an unattached streamlined end plate with varying gap. The gap size used was 1 mm (0.08D) and 3 mm (0.23D). Flow visualization was conducted on the endplate to make sure no major separation was resulted by the endplate’s leading edge. The displacement was measured using a Micro-Epsilon (ILD 1402-600) non-contacting laser sensor.

**EXPERIMENTAL RESULTS**

For each inclination, the water level was held constant and the flow velocity was increased from zero in small steps. At each step the amplitude and frequency were calculated by recording the displacement time series and the reduced velocity was calculated using $U^* = U/\nu D$.

One set of experiments was performed on a normal-incidence cylinder (crossflow oscillations) to have a base for comparison. These results were in agreement with those of Khalak and Williamson (1999) in terms of the onset and width of the lock-in region as well as the amplitude of oscillations as shown in Figure 4. The upper branch was not observed in our tests due to the difference in the mass-damping coefficient ($m^*\zeta$) compared with the Khalak and Williamson’s tests. Figure 5 shows the non-dimensional frequency ($f^* = f/\nu_0$) plotted against the reduced velocity. As the flow velocity increases, the oscillating frequency ($f$) approaches the natural frequency ($\nu_0$) of the system in the lock-in region and the cylinder starts oscillating in the crossflow direction.

![Figure 3. Damping and natural frequency calculations by performing a decay test in air](image)

**Figure 3. Damping and natural frequency calculations by performing a decay test in air**

**Figure 4. Comparison of our results for a normal incidence cylinder ($m^*\zeta = 0.029$) with Khalak & Williamson’s (1999) results ($m^*\zeta = 0.013$).**

![Figure 5. Frequency response for a normal-incidence cylinder ($m^*\zeta = 0.029$)](image)

**Figure 5. Frequency response for a normal-incidence cylinder ($m^*\zeta = 0.029$)**

A set of experiments was performed on a 45°-inclined cylinder with a 1 mm gap (0.08D). Following Morse et al. (2008) work on a normal incidence cylinder, three gap sizes were chosen. A gap size of 1 mm (0.08D) was chosen because for a normal-incidence cylinder, a gap size smaller than 15% of the cylinder diameter results in a behavior similar to a cylinder with an attached endplate – i.e., negligible three-dimensional effects due to the end
condition – without increasing the added mass due to the attached endplate (Morse et al., 2008). The amplitude and frequency response of a 45°-inclined cylinder are shown in Figure 6, together with the results of a similar test from Franzini et al. (2009).

![Figure 6](image)

Figure 6. (a) Amplitude and (b) frequency response of a 45°-inclined cylinder from the current experiments and from Franzini et al. (2009). The mass-damping coefficient \((m*\zeta)\) is 0.029 for the current experiments and 0.0125 for Franzini et al. (2009).

Three sets of experiments were performed on the 65°-inclined cylinder with varying gap between the lower end of the cylinder and the end plate. The results for a 65°-inclined cylinder with a 1 mm gap are shown in Figure 7. The Reynolds number, \(Re\), is shown on the secondary horizontal axis of the figure. Two regions of large-amplitude oscillations are observed: one in the range of \(U^* = 7-13\) and other in the range of \(U^* = 35-52\). In both regimes, the maximum amplitude is around 0.5, while the second region is three times wider than the first one. We call these two regions, the two lock-in regions. The first one, corresponding to the smaller reduced velocities is very similar to what we have observed for the case of 45°-inclined cylinder. The second lock-in region, however, was not observed in the smaller angles of inclination. The frequency response shown in Figure 7b shows that the oscillating frequency gets locked in with the natural frequency at a dimensionless frequency of around 1.0 in the first lock-in region, and a dimensionless frequency of around 0.85 in the second lock-in region.

The displacement time histories at two different speeds are shown in Figures 8 and 9. At \(U^* = 10\), where the peak amplitude of the first lock-in occurs, we observe a periodic response with a constant amplitude. The oscillating frequency is 0.99 Hz, very close to the natural frequency of the system (1.0 Hz). At \(U^* = 41\), in the second lock-in region, some modulation in the amplitude of response are observed and the frequency of oscillations reduces to around 0.85 Hz. It is worth mentioning that the free surface waves were present throughout the second lock-in region because of the high flow velocity.

![Figure 7](image)

Figure 7. (a) Amplitude and (b) frequency response of a 65°-inclined cylinder with a gap size of 1 mm between the cylinder and the end plate.
Furthermore, the 3 mm (0.23D) gap and the no-endplate cases were tested to observe the influence of the end condition on the cylinder’s response. From Figure 10, it can be seen that the end plate does not seem to have a significant influence on the first lock-in region as the onset and the peak amplitudes are unchanged in the three cases. But there seems to be a significant effect of on the second lock-in region. The peak amplitude in the second lock-in region is the same for the 1 mm and 3 mm gap and decreases for the case with no endplate.

In order to validate IP, the amplitude response was plotted against the normalized reduced velocity $U^*_{n}$ in Figure 11. The lock-in region for all the inclinations begins at a normal reduced velocity of around 4.0 but the lock-in width is much smaller for the 65°-inclination case compared with the 45°-inclination. The maximum amplitude for all the inclinations lie in the $U^*_{n}$ range of 4 – 6, in agreement with Lucor and Karniadakis (2003). The response for the 65°-inclination has a very wide second lock-in range, which is absent for the other angle of inclination.

CONCLUSIONS

We have conducted a series of experiments to study vortex-induced vibrations of an inclined cylinder placed in flow. We have considered angles of inclination of 45° and 65°. For the case of a 65°-inclined cylinder with a low mass-damping parameter and one degree of freedom – transverse to the incoming flow – we have observed two lock-in regions. The first lock-in region was observed when the oscillating and the natural frequencies were close to 1 and the second lock-in region was characterized by a smaller lock-in frequency of around 0.85. The time histories show a periodic oscillation in the first lock-in region and a modulating response in the second lock-in region. The endplate and the gap between the cylinder and the endplate does not influence the first lock-in region much, but have a major influence on the second lock-in region. If only the normal component of the oncoming flow is considered, the onset of the first lock-in region for both inclinations coincides with that for the normal-incidence cylinder. The width of this lock-in range, however, is much smaller for the case of 65°-inclination.
Figure 10. Amplitude response of a 65°-inclined cylinder with various gap sizes of 1mm (0.08D), 3mm (0.23D) and with no endplate.

Figure 11. Amplitude versus the normalized reduced velocity after applying the IP for various inclinations.
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ABSTRACT

Experimental results of Vortex-Induced Vibrations (VIV) with one and two degrees-of-freedom obtained (1DOF and 2DOF respectively) with the same apparatus are shown. A rigid cylinder is mounted on a very low damped leaf-spring system and times-series of displacement and forces are acquired. Two values of mass ratio parameter \( m^* \) are tested, \( m^* = 2.6 \) and \( m^* = 8.1 \). The Reynolds number range is \( 3 \times 10^3 < Re < 1.3 \times 10^4 \). The focus is to compare results of forces coefficients, including added mass results, as well as amplitudes and frequency values for both experimental conditions.

The results showed a marked difference in behavior between 1DOF and 2DOF at the “super upper branch” and at the in-line synchronization range for \( m^* = 2.6 \). For \( m^* = 8.1 \), the difference is constrained to the in-line synchronization range. An interesting feature of the in-line synchronization is the fact that the increase in the mass ratio parameter does not lead to significant differences in the amplification of forces coefficients.

Considering the \( m^* = 2.6 \) 2DOF experiments, the cross-flow added mass coefficient results differs from the ones obtained with the 1DOF system only at the “super upper branch” range. On the other hand, no difference was observed in the added mass plot for \( m^* = 8.1 \).

Keywords: Vortex-induced vibration, Experiments, One degree-of-freedom, Two degrees-of-freedom, Forces measurements, Added mass coefficient

INTRODUCTION

The Vortex-Induced Vibrations (VIV) is a self-excited and self-limited phenomenon that occurs when the vortex-shedding frequency \( f_s \) is close to one of the natural frequencies of the structure. The phenomenon plays an important role in the behavior of offshore structures, such as risers. Despite maximum amplitudes of oscillation with order of one diameter, VIV can be important in the prediction of fatigue problems.

Besides its practical importance, VIV consists on a puzzling fluid-structure resonant problem and has motivated several studies during the last decades. As a result of these studies, there are numerous research works into the subject. The comprehensive papers written by [1, 2], [3], [4, 5] and [6] are classical examples of surveys regarding the theme.

Up to the early 2000’s, most of the works, both theoretical and experimental, concerned the problem of a rigid cylinder, free to oscillate only in the cross-flow direction, consisting of an elastic system with one degree-of-freedom (1DOF). Considering 1DOF systems, some aspects are extensively studied, such as the effects of structural mass ([7]), the maximum amplitude of response ([8]) and the hydrodynamic forces ([9], [10] and [11]).

Motivated by the technological demands, especially those related to the oil and gas exploration in the offshore environment, a great amount of effort has been employed on the study of the VIV both on a rigid cylinder with two degrees-of-freedom (2DOF) and on a flexible cylinder. Some papers regarding these conditions are those written by [12], [13], [14], [15] and [16].

The fundamental studies developed by [17, 18] enlightened some unrevealed aspects concerning the 2DOF VIV phenomenon and its governing parameters were bet-

∗Corresponding author. Email: gfranzini@usp.br
†Presently at MARIN - Maritime Research Institute Netherlands as visiting researcher.
ter understood according to a enhanced phenomenologi-
cal fundament. A key-point aspect is the influence of
the mass ratio parameter $m^*$. Through experiments in wa-
ter, the authors proposed two dynamical behaviors for
the cylinder. One of them was verified for “moderate to large
mass ratio parameter” ($m^* > 6$), in which the in-line osci-
cillations are negligible in the cross-flow amplitude of re-
response.

The second dynamic behavior, observed for “moder-
ate to small mass ratio parameter” ($m^* < 6$) is charac-
terized by a strong presence of the in-line oscillations.
The concomitant presence of in-line and cross-flow osci-
cillations can lead the system to a new stable branch of
response, named by the authors as “super upper branch” and
defined by a $2T$ pattern of vortex shedding, in which
two triplets of vortex are shed in each cycle. At the “su-
per upper branch” range, the frequency of in-line osci-
cillations are twice the ones observed in the cross-flow ones.
Most of the features observed for a rigid cylinder at "su-
per upper branch" can be extent to a flexible cylinder, as
stressed by [19].

Despite the growing number of works discussing am-
plitude and frequency for 2DOF VIV, there are a few
works that present results about force coefficients. Forces
measurements described by [18] reported the presence of
a $3\omega$ component in the lift force at the “super upper
branch” range. The published papers by [20] and [21]
showed experimental 2DOF VIV results about the mean
drag coefficient.

In spite of the numerous papers concerning the VIV,
the concept of added mass $m_a$ and its definition within
the phenomenon context still keep some discussion points
in Conferences, as can be found in the Preface written by
[22]. There are two ways of defining the added mass;
the first one is the term of the hydrodynamic force in-
phase with the body acceleration and the second one is
based on the definition of the kinetic energy of the fluid.

The added mass is a key point of hydroelastic prob-
lems in which the kinetic energy of the fluid is not negli-
gible compared to the structural kinetic energy, such as
the natural frequencies of floating units and risers. In
numerical studies carried out using the Iwan & Blevins
phenomenological model, [23] observed that the vari-
ation of the added mass coefficient with the reduced ve-
locity allows to capture the lower branch in the ampi-
tude response curve. Another investigation concerning
the added mass is the one presented in [24], in which the
general behavior of the added mass curve was observed
for different types of phenomenological models.

In circular cylinders subjected to VIV, the added
mass coefficient $C_a = m_a/m_d$ can be significantly differ-
ent from the potential value $C_a = 1$ as stressed in several
works, such as those by [3], [25] and [26].

The added mass coefficient for 1DOF VIV can be
evaluated from experiments using both the time domain
( [26]) and the frequency domain ( [27]) approaches. In
these works, $C_a$ curve crosses zero value at reduced velo-
city equal to 8 monotonically and presents an asymptotic
value $C_a = -1$ outside the lock-in region.

There are a few works of added mass coefficient
for 2DOF VIV. The paper by [25] shows in-line and cross-
flow added mass coefficients for a large $m^*$ experiment.
For the cross-flow added mass coefficient $C_{a,y}$, a marked
similarity is observed between 1DOF and 2DOF experi-
ments, except for an inflection behavior in the range
$5.6 < V_R < 6.8$, which corresponds to the region with
the higher amplitudes of oscillation.

The objectives of the present work are to present and
discuss aspects about hydrodynamic forces and added
mass coefficients for 1DOF and 2DOF VIV experiments
carried out with the same apparatus, aiming at minimizing
behaviors that can be associated to different set-ups.
Two values of mass ratio parameter $m^*$ were chosen, be-
ing one of them lower and the other higher than the criti-
cal value $m^* \approx 6$ proposed by [18]. It is worth mentioning
that the results of added mass for two 2DOF system,
at small value of $m^*$, are not found in the literature, at least
to the authors knowledge.

**EXPERIMENTAL ARRANGEMENT AND ANALYSIS METHODOLOGY**

All the experiments were carried out at the NDF
Circulating Water Channel facility of the University of São
Paulo (USP). The dimensions of the test section is
$7500 \times 700 \times 700mm$ and the flow has low levels of turbu-
ience (less than 2%). The pump system can operate with
good quality with free-stream velocities up to $0.40m/s$.
Further details concerning the Circulating Water Channel
can be found in [28].

The leaf-spring elastic base can be assembled for ex-
periments with 1DOF or 2DOF. In the later case, two or-
thogonal leaf-springs must be employed. The models are
made of aluminium with external diameter $D = 44.45mm$.
A schematic representation of the experimental arrange-
ment is shown in Figure 1.
Lower plate forces are decomposed according to the equations described in the papers by [27] and [29], the drag and lift the acceleration. Using an analogous approach to the one the component of the hydrodynamic force in-phase with density function (PSD).

The oscillation amplitudes were taken by computing the average of the 10% highest peaks in the time series. A load cell ATI, model Mini40 was used to acquire the lift and drag forces. The sample frequency was 100Hz and all the data were acquired on a HBM system.

Free-decays tests in air allowed identifying a very low structural damping coefficient ($\zeta_s < 0.1\%$). The aspect ratio ($L/D$) for all the experiments was kept constant and equal to 15. The gap between the lower tip of the model and the bottom of the channel was less than 0.5D in order to minimize the influence of the flow around this region. No end-plates were employed. Table 1 presents the experimental parameters.

The oscillation amplitudes were taken by computing the average of the 10% highest peaks in the time series. The dominant frequency $f_d$ refers to the frequency that contains the highest amount energy in the power spectrum density function (PSD).

The concept of added mass adopted in this paper is the component of the hydrodynamic force in-phase with the acceleration. Using an analogous approach to the one described in the papers by [27] and [29], the drag and lift forces are decomposed according to the equations:

\[
F_D(t) = -m_{a,x}\ddot{x} - c_{v,x}\dot{x} \quad (1)
\]

\[
F_L(t) = -m_{a,y}\ddot{y} - c_{v,y}\dot{y} \quad (2)
\]

Where $m_a$ and $c_v$ refer to the added mass and the hydrodynamic damping respectively. Applying the Fourier Transform $\mathcal{F}$ on both sides of the Equations 1 and 2, the following equations are obtained:

\[
\mathcal{F}
\left[ F_D \right] = m_{a,x}\omega^2 - ic_{v,x}\omega \quad (3)
\]

\[
\mathcal{F}
\left[ F_L \right] = m_{a,y}\omega^2 - ic_{v,y}\omega \quad (4)
\]

The added mass coefficient for the in-line and cross-flow directions can be obtained from Equations 3 and 4. For each direction, the value of added mass was taken considering the spectral component at the dominant frequency of the displacement spectrum ($f_{ds}$ or $f_{dy}$).

### RESULTS AND DISCUSSION

The experimental results will be presented in the next four subsections. Firstly, the results related to displacement (amplitude and frequency) and to the hydrodynamic forces for $m^* = 2.6$ will be compared to those discussed in the papers by [7] and [18]. Following, a direct comparison between 1DOF and 2DOF results will be discussed for both values of the $m^*$ tested. Finally, the results of cross-flow and in-line added mass coefficients will be presented.

### COMPARISON WITH PREVIOUS RESULTS - $m^* = 2.6$

Figure 2 presents the comparison between the experimental 1DOF results from the present work and the results obtained by [7]. One can note that both the amplitude of oscillation (Figure 2(a)) and the root-mean-square (RMS) lift coefficient (Figure 2(d)) very well match with the previous results. The frequency response, shown in Figure 2(b) does not follow either the curve for a fixed cylinder (Strouhal number $St \approx 0.20$) or the classical lock-in response $f_{ds} \approx f_N$. Figure 2(c) shows the drag amplification, although there is a difference in the maximum value of $C_D$ when compared with the literature.

### TABLE 1: Experimental parameters.

<table>
<thead>
<tr>
<th>$m^*$</th>
<th>$\zeta_s[%]$</th>
<th>$\zeta = \zeta_s\sqrt{\frac{m^<em>}{1+m^</em>}}$</th>
<th>$L/D$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.6</td>
<td>0.08</td>
<td>0.07</td>
<td>15</td>
</tr>
<tr>
<td>8.1</td>
<td>0.07</td>
<td>0.07</td>
<td>0.0057</td>
</tr>
</tbody>
</table>

$F_D(t) = -m_{a,x}\ddot{x} - c_{v,x}\dot{x}$

$F_L(t) = -m_{a,y}\ddot{y} - c_{v,y}\dot{y}$

FIGURE 1: Experimental Arrangement.

Laser position sensors LEUZE model ODSL 8/V4 were employed to measure the in-line and cross-flow displacements. A load cell ATI, model Mini40 was used to acquire the lift and drag forces. The sample frequency was 100Hz and all the data were acquired on a HBM system.

Free-decays tests in air allowed identifying a very low structural damping coefficient ($\zeta_s < 0.1\%$). The aspect ratio ($L/D$) for all the experiments was kept constant and equal to 15. The gap between the lower tip of the model and the bottom of the channel was less than 0.5D in order to minimize the influence of the flow around this region. No end-plates were employed. Table 1 presents the experimental parameters.

The experimental results will be presented in the next four subsections. Firstly, the results related to displacement (amplitude and frequency) and to the hydrodynamic forces for $m^* = 2.6$ will be compared to those discussed in the papers by [7] and [18]. Following, a direct comparison between 1DOF and 2DOF results will be discussed for both values of the $m^*$ tested. Finally, the results of cross-flow and in-line added mass coefficients will be presented.

COMPARISON WITH PREVIOUS RESULTS - $m^* = 2.6$

Figure 2 presents the comparison between the experimental 1DOF results from the present work and the results obtained by [7]. One can note that both the amplitude of oscillation (Figure 2(a)) and the root-mean-square (RMS) lift coefficient (Figure 2(d)) very well match with the previous results. The frequency response, shown in Figure 2(b) does not follow either the curve for a fixed cylinder (Strouhal number $St \approx 0.20$) or the classical lock-in response $f_{ds} \approx f_N$. Figure 2(c) shows the drag amplification, although there is a difference in the maximum value of $C_D$ when compared with the literature.
The comparison between the present results from 2DOF experiments and those published in [18] are shown in Figure 3. The amplitude of oscillation matches with the previous results very well, including the in-line resonance observed in $2 < V_R < 4$. The frequency plot (Figure 3(b)) shows the well known result regarding the twice in-line frequency of oscillation. The results for force coefficients are presented in Figures 3(c) and 3(d). The good agreement with previous results for the RMS lift coefficient can be observed. The mean drag coefficient follows the same trend, in spite of a slightly higher value obtained in the present study.

**COMPARISON BETWEEN 1DOF and 2DOF RESULTS - $m^* = 2.6$**

Figure 4 presents the direct comparison between 1DOF and 2DOF results. For the values of reduced velocities $V_R < 4.5$, i.e., before the range characterized by the “upper branch” (1DOF) and the “super upper branch” (2DOF), the amplitude of oscillation, shown in Figure 4(a), is independent of the in-line degree-of-freedom. Considering the results in the “lower branch” range, the amplitudes for the 2DOF system are slightly higher than those for the 1DOF case. Notice that the onset of desynchronization occurs for the same reduced velocity for both conditions $V_R \approx 11$.

Besides the higher amplitudes of oscillation at the “lower branch”, the frequency of oscillation shows no distinction between 1DOF and 2DOF experiments at this range, as shown in Figure 4(b). Considering the range $4 < V_R < 8$ in the frequency plot, the 1DOF curve is monotonically crescent and higher than the 2DOF results.

Figures 4(c) and 4(d) present the results for the mean drag coefficient and RMS lift coefficient respectively. Notice, also, the asymptotic value $C_D \approx 1.2$ at $V_R \approx 10.5$, corresponding to the mean drag coefficient observed in a stationary circular cylinder.
Some interesting aspects should be highlighted in the force coefficients plots. The first one is the marked amplification in both $C_D$ and $C_L$ observed in the in-line resonance, despite the small cross-flow amplitudes $A_y^* \approx 0.1$. This fact demonstrates a dependence on the hydrodynamic forces not only with the amplitude, but also with the presence of synchronization.

The second aspect that must be emphasized is the similar maximum value of $C_L^*$, although the maximum cross-flow amplitude for 2DOF case is 50% higher than for 1DOF system. Another feature regarding the 2DOF results is the broader range of synchronization at the “super upper branch” range.

Additionally to the classical curves of response discussed above, the Lissajous figures shown in Figure 5 were plotted aiming at enhancing the comparative analysis. A first aspect that can be better understood with the Lissajous plot is the increase in the forces coefficients, for 2DOF system, at the in-line synchronization range, characterized by a symmetric vortex-shedding pattern (see [18]). At $V_R = 3.4$, the well defined eight-shaped $xy$ Lissajous plot indicates a highly correlated wake along the span, and thus higher hydrodynamic forces can be expected in comparison with the case in which there is no spanwise wake correlation. At the same reduced velocity, the 1DOF system presents amplitude of oscillation lower than 1D, which is an indicative of lower correlation length.

Another aspect that can be discussed through the Lissajous plot is related to the spectral distribution of both the lift force and the cross-flow oscillations. As pointed out by [18], the “super upper branch” range is characterized by the $2T$ vortex shedding pattern and by the presence of a third subharmonic ($3\omega$) component on the lift force coefficient. Analyzing reduced velocities $V_R = 5.6$ and $V_R = 6.4$, the $xy$ plot presents the classical 8-shape and the $y^*(t) \times C_L(t)$ clearly reveal the presence of the referred subharmonic.

Focusing on the reduced velocity immediately before the jump to the “lower branch” ($V_R = 7.9$), the in-line amplitude is $A_y^* \approx 0.3$ although the $xy$ figure does not follow the classical 8—shape pattern, whereas the $y^*(t) \times C_L(t)$ clearly does not presents the $3\omega$ harmonic. Therefore, the $3\omega$ component on the lift force is related to the twice in-line frequency of oscillation, despite the non negligible in-line amplitude.

**COMPARISON BETWEEN 1DOF and 2DOF RESULTS - $m^* = 8.1$**

The results for the condition with moderate to large mass ratio is presented in Figure 6. As mentioned in previous works, the amplitude of cross-flow oscillations for the 2DOF system very well agrees with that observed in the 1DOF experiments, even though some minor differences are shown in the “upper branch”, as presented in Figure 6(a). The review by [4] reported the narrowing of the “lower branch” for 1DOF systems, fact in total agreement with the present 2DOF results.

The non-dimensional frequency of response, shown in Figure 6(b), is closer to the unity than the results for the experiments with $m^* = 2.6$. This feature was also discussed, for 1DOF experiments in [7].

The analysis of the forces coefficients results deserves a more detailed discussion. Considering the range $V_R > 4$, both the $C_L'$ (Figure 6(d)) and the $C_D$ (Figure 6(c)) plots show a very good agreement 1DOF and 2DOF experiments. This aspect extents, to the forces coefficients, the assertion that for moderate to large mass ratio parameter, the in-line oscillations are negligible; there is thus no difference between one or two degrees-of-freedom systems.

<table>
<thead>
<tr>
<th>$V_R$</th>
<th>$Re$</th>
<th>$x^<em>(t) \times y^</em>(t)$</th>
<th>$y^*(t) \times C_L(t)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.4</td>
<td>4100</td>
<td><img src="image1" alt="Graph" /></td>
<td><img src="image2" alt="Graph" /></td>
</tr>
<tr>
<td>5.6</td>
<td>6800</td>
<td><img src="image3" alt="Graph" /></td>
<td><img src="image4" alt="Graph" /></td>
</tr>
<tr>
<td>6.4</td>
<td>7800</td>
<td><img src="image5" alt="Graph" /></td>
<td><img src="image6" alt="Graph" /></td>
</tr>
<tr>
<td>7.9</td>
<td>9500</td>
<td><img src="image7" alt="Graph" /></td>
<td><img src="image8" alt="Graph" /></td>
</tr>
</tbody>
</table>

**FIGURE 5:** Lissajous plot - $m^* = 2.6$. 
FIGURE 6: Comparison between 1DOF and 2DOF results - $m^*=8.1$.

However, for the range in which the in-line synchronization is observed (2 < $V_R < 4$), the marked increase in both forces coefficients is observed. Moreover, the maximum values in this range very well agree with those observed for moderate to small mass ratio parameter experiments; therefore, the effects of the larger values $m^*$ are more evident in the “super upper branch” range than in the in-line synchronization range.

ADDED MASS COEFFICIENT

The added mass coefficient results for both mass ratio parameters tested are presented in Figure 7. Considering $m^*=2.6$ and 2DOF, the results for in-line, as well as cross-flow added mass ($C_{a_x}$ and $C_{a_y}$, respectively) are found in Figure 7(a). In the $C_{a_x}$ plot, the zero-crossing result occurs at $V_R \approx 4$, which corresponds to the end of the in-line synchronization. Analyzing the “super upper branch” range of reduced velocities, both $C_{a_x}$ and $C_{a_y}$ show an inflection behavior at $V_R \approx 6.4$, although the decreasing rate of the cross-flow results are more noticeable in the $C_{a_y}$ plot.

Figure 5 shows that, at $V_R = 6.39$ the 2DOF Lissajous plots are more pronouncedly coupled, in agreement with the results described by [25] for moderate to large $m^*$ experiments. In [25], the authors pointed out that the inflection in $C_{a_y}$ plot could be an effect of the in-line oscillations, and consequently to change in the vortex shedding pattern. At the range $5 < V_R < 7$, both $C_{a_x}$ is constant and the $3\omega$ component is present in the lift force spectrum; hence the $2\tau$ vortex shedding pattern is observed. The inflection occurs when the $3\omega$ component is no longer observed, implying a change in the vortex shedding pattern, as previously pointed out, with no significant change in the in-line amplitude of oscillation, though.

The present results show the same trend in spite of the higher value of in-line oscillations compared to those presented in the cited work ($A_{m} \approx 0.30$ in present work, $A_{m} \approx 0.05$ in [25]). Also notice the marked similarity of the values of $C_{a_y}$ at the “lower branch” for both 1DOF and 2DOF systems (see Figure 7(c)).

Conversely to the $m^*=2.6$ results, the cross-flow added mass coefficient for 2DOF very well agrees with those from 1DOF experiments for the whole range of reduced velocities, as presented in Figure 7(d). Because of the very small oscillations, specially at the “lower branch”, the in-line oscillations, as well as the corresponding accelerations, are not well defined thus, through Equation 3, the in-line added mass is poorly defined for moderate to large $m^*$. 
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Experiments of vortex-induced vibrations (VIV) were carried out with a circular cylinder free to oscillate in one or two directions using the same apparatus. Two conditions of structural mass were tested, allowing studying either the effects of moderate to small or moderate to large mass ratio parameter. A direct comparison of results was discussed, enabling to identify differences in amplitudes of oscillation, forces and added mass coefficients between 1DOF and 2DOF for both values of mass ratio parameter.

For moderate to small mass ratio parameter $m^* = 2.6$, the results showed that at the “lower branch”, there are no differences between 1DOF or 2DOF systems, except for slightly higher amplitudes for 2DOF. At the “super upper branch” the in-line degree of freedom introduces a marked difference in the plots. It is worth mentioning the fact that the maximum value of RMS lift force coefficient is similar for both 1DOF and 2DOF, even though the maximum cross-flow amplitude differs by 50%.

Considering moderate to large values of $m^*$, the results for amplitude, frequency and forces coefficients show very good agreement between 1DOF or 2DOF systems for both the “upper branch” and “lower branch” ranges. At the range in which the in-line synchronization is observed $2 < V_R < 4$, both the 2DOF RMS lift force and mean drag coefficients showed a marked increase if compared with the 1DOF results. Moreover, both the cross-flow and the forces magnification in this range were less influenced by the effects of the mass ratio parameter.

Results of in-line and cross-flow added mass coefficient were also presented. The discontinuities at the $m^* = 2.6$ curves are associated to the end of the in-line synchronization for the $C_a$ and to the end of the “super upper branch” and the onset of the “lower branch” for cross-flow added mass coefficient. The $C_a$ plot for $m^* = 8.1$ very well agreed of the results for 1DOF system. For this value of mass ratio parameter, the in-line added mass is poorly defined.

Further works will include the study of force and added coefficients for different ratio of in-line and cross-flow stiffness.
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ABSTRACT
In this paper we study VIVs of a slender marine structure using low dimensional models. Specifically, this work aims to use CFD simulations of VIV of low mass ratio cylinders in order to calibrate existing reduced-order models based on nonlinear self-excited oscillators of van der Pol type (so-called wake oscillator models). The onset to lock-in region will be examined and the results will be presented together with the details of CFD analysis.

NOMENCLATURE

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>D</td>
<td>Diameter of the cylinder, m</td>
</tr>
<tr>
<td>(A_y/D)</td>
<td>Transverse amplitude, dimensionless</td>
</tr>
<tr>
<td>(A_x/D)</td>
<td>Inline amplitude, dimensionless</td>
</tr>
<tr>
<td>(C_L)</td>
<td>Lift coefficient ((= 2F_L/\rho U^2D)), dimensionless</td>
</tr>
<tr>
<td>(C_D)</td>
<td>Drag coefficient ((= 2F_D/\rho U^2D)), dimensionless</td>
</tr>
<tr>
<td>(f_n)</td>
<td>Natural frequency of the structure, Hz</td>
</tr>
<tr>
<td>(f_s)</td>
<td>Vortex shedding frequency, Hz</td>
</tr>
<tr>
<td>U</td>
<td>Flow velocity, m/s</td>
</tr>
<tr>
<td>Re</td>
<td>Reynolds number ((= UD/\nu)), dimensionless</td>
</tr>
<tr>
<td>St</td>
<td>Strouhal number ((= f_sD/U)), dimensionless</td>
</tr>
<tr>
<td>(U_{red})</td>
<td>Reduced velocity ((= U/f_n D)), dimensionless</td>
</tr>
<tr>
<td>m</td>
<td>Mass per unit length, kg/m</td>
</tr>
<tr>
<td>(m^*)</td>
<td>Mass ratio (total mass, includes hydrodynamic added mass) ((= m/\rho D^2)), dimensionless</td>
</tr>
</tbody>
</table>

INTRODUCTION
Slender marine structures such as risers, mooring cables, umbilicals and tethers play crucial roles in global offshore exploration, installation and production activities. As offshore oil and gas fields are moving into deeper waters, the nonlinearities in the system and the fluid-structure interaction phenomena such as vortex induced vibrations (VIVs) become more and more important. Many of VIV aspects are far from being understood and advanced modelling is required to investigate the impact of the phenomenon which significantly affects the service life of marine structures.

It is well known that when the vortex shedding frequency matches natural frequency of the structure, a lock-in phenomenon can be observed. This results in higher cross-flow oscillations which can inflict a significant amount of damage to the riser.

In the current work to investigate VIV phenomenon, we study vibrations of a rigid cylinder in a two-dimensional flow. A series of 2D CFD calculations is performed where the flow is analysed for the forced harmonic oscillations of the cylinder in transversal directions, then for the elastically supported cylinder capable of moving in transversal direction only and finally for the cylinder capable of moving in transversal and inline directions.

Motivation
The motivation behind this work is coined by the need of industry in effective toolkit that allows predicting loads and fatigue damage on riser systems, especially most common Top Tensioned Risers (TTRs) and Steel Catenary Risers (SCRs), which represent a crucial part of offshore facilities. Accurate prediction of VIVs can help to produce more robust structural design and lead to
Wake Oscillator Models

The nature of the vortex shedding process behind cylindrical structure suggests that the forces acting on the structure from the fluid might be modelled by a non-linear, self-excited oscillator called wake oscillator. This idea was first proposed by Bishop and Hassan in 1964 and then pursued by Skop and Griffin, and Blevins and Iwan. In wake oscillator models the system is usually described by two coupled ordinary differential equations. One of the equations is the equation of motion of the rigid cylinder. The second equation is a semi-empirical description of fluid: the nonlinear self-excited fluid oscillator.

In the last ten years, models based on wake oscillators were once again considered to be useful in describing such problems. A number of wake oscillator models were developed and applied to slender flexible structures undergoing VIV. The original form of van der Pol equation has been reinterpreted by Balasubramanian and Skop, Skop and Luo, Krenk and Nielsen, Mureithi et al. and Plaschko, and then applied in its 3D version.

Skop and Balasubramanian proposed the new model where they introduced two terms for the lift force. In previous models, the van der Pol equation has been employed as the governing equation for the entire lift force on the cylinder. The Skop-Balasubramanian model included a van der Pol equation driven by the local transverse motion of the cylinder as a governing equation for one component of the fluctuating lift force and a so-called stall term which is linearly proportional to the local transverse velocity of the cylinder. Because of the stall term they were able to capture an asymptotic, self-limiting structural response at zero structural damping, a kind of behaviour that has not been previously captured by the old models.

A critical analysis on this class of low-order models in terms of the fundamental behaviour was made by Facchinetti et al. in 2003 where the transverse VIV of one degree-of-freedom structures in stationary uniform flow was investigated in 2003. Illustration of the model is shown on Fig. 1.

Three coupling models have been examined and compared in their ability to describe, qualitatively and quantitatively, the main phenomena observed in 2D vortex-induced vibrations. The models were referred to as displacement, velocity and acceleration coupling models. The analysis has been done by first estimating the values of all parameters from comparison with experimental data on forced vortex shedding and then by deriving analytical and numerical results on the fully coupled system. These results have been systematically compared with experimental data from the literature such as oscillation amplitude at lock-in, extension of lock-in and effective added mass. It was found that the acceleration coupling provided the best match for the experimental results qualitatively and, in some aspects, quantitatively.

In 2006 Violette et al. investigated the wake dynamics represented using a distributed wake oscillator coupled to the dynamics of the slender structure, a cable or a tensioned beam and then compared the model with Direct Numerical Simulations (DNS) and experiments in order to show that wake oscillator model can be used as a simple computational tool in prediction of some aspects of vortex-induced vibrations of long flexible structures.

Coupled Reduced-Order Model

The primary objective of the following work is calibration of reduced-order models with Computational Fluid Dynamics. One of these reduced-models was proposed by Keber and Wiarcigroch in 2008 and is based on mathematical description of interaction between fluid and structure with two separate equations coupled at the forcing terms. The coupled model includes equation of the structure (1) and semi-empirical wake oscillator (2) as the fluid equation that models vortex shedding process:

\[
m \frac{d^2 v(z,t)}{dt^2} + EI \frac{d^4 v(z,t)}{dz^4} - T \frac{d^2 v(z,t)}{dz^2} = F_F (1)
\]

\[
\frac{d^2 q(z,t)}{dt^2} + \Omega^2_R q(z,t) = F_S (2)
\]
and the forcing terms are:

\[ F_F = \frac{1}{4} C_L \rho_F D U_0^3 q(z,t) - \frac{1}{2} C_D \rho_F D U_0 \frac{\partial v(z,t)}{\partial t} \]  
(3)

\[ F_S = A \frac{\partial^2 v(z,t)}{\partial t^2} \]  
(4)

for fluid and structure respectively with coupling through the acceleration term as proposed in the Facchinetti model. The approximate solution of these equations can be constructed using modal expansion where the linear normal modes of the simply supported tension beam are used, i.e. \( v(z,t) = \sum_{n=1}^{N} v_n(t) \sin(kz) \) and \( q(z,t) = \sum_{n=1}^{N} q_n(t) \sin(kz) \). Single mode approximation is then described in non-dimensional form by two coupled equations given below:

\[ \frac{d^2 v_1(\tau)}{d\tau^2} + \alpha \Omega_R \frac{d v_1(\tau)}{d\tau} + \omega_k v_1(\tau) = b \Omega_R^2 q_1(\tau) \]  
(5)

\[ \frac{d^2 q_1(\tau)}{d\tau^2} + \lambda \Omega_R (\gamma q_1(\tau)^2 - 1) \frac{d q_1(\tau)}{d\tau} + \Omega_R^2 q_1(\tau) = A \frac{d^2 v_1(\tau)}{d\tau^2} \]  
(6)

Numerical solution for single mode approximation allows to track the response of the coupled system as a function of vortex shedding frequency to natural frequency ratio. The example of the solution for a single mode is shown on a Fig. 2.

From that point, a certain interest is observing different modes of vibration and detecting a resonating frequency ranges for each mode of vibration. Most simulations using CFD are done on either full scale risers, both Steel Catenary and Top Tensioned, or single degree-of-freedom rigid cylinders, but there is significantly less information available about behaviour of reduced-order system with a relatively small amount of degrees-of-freedom. Analytical investigations on this problem including the results obtained by modelling vortex shedding with a self-excited oscillator of van der Pol type demonstrate that ranges of frequencies which correspond to modes of vibration exceeding the first one can be wider, at the same time retaining a high amplitude vibration. Low-scale CFD models could provide important calibration of these low-dimensional approximate models and allow to gain fundamental understanding of VIVs phenomenon using less costly computational approach.

**CFD MODELLING**

Two dimensional numerical simulations of vortex-induced vibrations of a cylindrical structure are presented in this section where two main sets of results are described.

Simulations have been performed in ANSYS FLUENT 12.0.16 for static case of a fixed rigid cylinder and dynamic case of an oscillating cylinder to observe the time history of lift and drag coefficients and the amplitudes of oscillations inside and outside the lock-in region. The fluid flow computations are run using Finite Volume Method in order to solve Navier-Stokes equations. Relatively low Reynolds numbers (500 to 2000) were considered without additional turbulence modelling. As it is a well-known fact that after a Reynolds number of 300 the wake is turbulent, a high quality grid is a necessary condition for solution to converge.

The forces acting on the cylinder have been calculated by integration of the wall pressure on the cylinder surface, and the drag and lift coefficients have been obtained as corresponding non-dimensional components of these forces. Transversal oscillations of the cylinder are studied under varying system parameters including the
velocity of the flow. Then the role of the inline vibrations and their overall impact on transverse amplitudes at resonance are investigated. On each set of simulations the fluid density and viscosity are constant and represents the properties of water.

Data Grid and Numerical Method

A cylinder of a unit diameter was considered on the computational domain (Fig. 3). The domain consists of an upstream of 11.5 times the diameter to downstream of 20 times the diameter of the cylinder and 12.5 times on each cross stream direction. The data grid contains 15380 quadrilateral cells and 15659 nodes (Fig. 4). A fine grid is created near the boundary layer around the cylinder and gets coarser at far flow field, especially outside the wake region. The inlet region is on the left and the outlet is on the right side of the grid.

In order to capture displacement of the cylinder the spring-based smoothing method has been applied to all cells of the dynamic mesh. Parameters for mesh smoothing are provided in Tab. 1. The model uses the full feedback from the fluid. It was achieved by including the 'Compute Force and Moment' function into the motion equation of the cylinder, providing lift force directly from the solver on each time step and resulting in a coupled fluid-structure model.

The PISO (Pressure Implicit solution by Split Operator method) Pressure-Velocity coupling scheme was chosen as a solution method as it allows the use of higher time step size without affecting the stability of the solution. In the PISO scheme, in comparison to the SIMPLE scheme, the same decomposition of velocity and pressure corrections is made, however, a second corrector stage is added, in an attempt to account for the neglected components in the first stage. PISO algorithm performs two additional corrections: neighbour correction and skewness correction.

The time step size was chosen with regard to Strouhal number that relates shedding frequency to stream velocity and diameter of the cylinder. The vortex shedding frequency is defined as the frequency of a complete vortex shedding circle.

**TABLE 1. MESH SMOOTHING METHOD SETTINGS.**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Spring Constant Factor</td>
<td>0.05</td>
</tr>
<tr>
<td>Boundary Node Relaxation</td>
<td>1</td>
</tr>
<tr>
<td>Convergence Tolerance</td>
<td>0.001</td>
</tr>
<tr>
<td>Number of Iterations</td>
<td>1500</td>
</tr>
</tbody>
</table>

**FIGURE 4. QUADRILATERAL MESH AROUND THE CYLINDER.**

**NUMERICAL RESULTS**

Two sets of simulations were performed: vibrations of a single degree-of-freedom coupled system (transversal vibration of the rigid cylinder only) and, of a special interest, vibrations of low-mass ratio two degrees-of-freedom coupled system (transversal and inline vibrations of the cylinder). While the natural frequency of the structure was held constant, change of the reduced velocity was achieved by altering the flow velocity and, as consequence, the Reynolds number. The cylinder was at rest in its initial equilibrium position. Initial conditions for cylinder’s transverse and inline displacements and velocities are \( y(0) = 0 \) and \( \dot{y}(0) = 0 \), and \( x(0) = 0 \) and \( \dot{x}(0) = 0 \).

Apart from coupled models, the preamble of the CFD modelling of VIV has included static and prescribed motion simulations (where the cylinder was moving in transversal direction harmonically at various frequencies) in order to observe the flow regimes and test the cylinder displacement in computational domain. In case of stationary cylinder the sinusoidal pattern was observed, which is a sign of a sustained vortex shedding process. The obtained Karman vortex streets on various Reynolds numbers corresponded well to the existing literature [12].

**Fluid-Structure Coupling**

The first set of simulations was carried out when fluid force is coupled with the equation of motion of the cylinder through the lift coefficient obtained numerically on each time step of the simulation process. For transversal
motion the non-dimensionalized equation for the cylinder motion is

\[ \ddot{y} + \frac{4\pi\zeta}{U_{\text{red}}} \dot{y} + \frac{4\pi^2}{U_{\text{red}}^2} y = \frac{C_L(t)}{2m^*} \]  

(7)

where \( C_L(t) \) is lift coefficient. The physical parameters of the structure are \( \zeta = 0.01 \) and \( m^* = 6.4 \). The natural frequency of the structure in water is

\[ f_{n0} = f_n \sqrt{\left( \frac{m^*}{m^* + C_A} \right)} \]  

(8)

where \( C_A \) is added mass coefficient, which can be considered as 1.

The frequency of cylinder vibration is tightly related to the vortex shedding frequency. As the flow velocity is increased or decreased so that the vortex shedding frequency approaches to the natural frequency of structure, the shedding frequency locks onto the structural natural frequency. The lock-in resonant oscillations occur at or near the natural frequency of the structure and have significantly larger amplitude. The set of simulations has been carried out in order to observe the entry to and

**FIGURE 5.** LIFT COEFFICIENT AND DIMENSIONLESS AMPLITUDE.

**FIGURE 6.** LIFT COEFFICIENT DROP DURING LOCK-IN. BLACKBURN AND HENDERSON. [13]
exit from the lock-in condition at the range of reduced velocities from 3 to 10 (Reynolds number from 600 to 2000) with a step of 0.5. The most notable result is a significant drop of lift coefficient and amplitude modulation (Fig. 5a) at $U_{\text{red}} = 4.5$ near the entry to lock-in condition. While amplitude exhibited stable large values during lock-in, the lift coefficient remained fluctuating at low values (Fig. 5b). The similar behavior was observed by Blackburn and Henderson [13] (Fig. 6), although chaotic non-periodic response occurred before the lock-in. The varied parameter of Blackburn and Henderson’s simulations was natural frequency of the structure. The Reynolds number was kept constant at the value of 250.

Two Degrees-of-Freedom Motion of Elastically Supported Cylinder at Low Mass Ratios

Although a large number of papers are dedicated to the VIV of elastically supported cylinder in transverse direction to a fluid flow, there are significantly less results published on both inline and transverse vibrations. The schematic representation of such system is shown in Fig. 7.
freedom cylinder at various mass ratios have been made and is presented in Fig. 10. It can be seen that, for the ratios below \( m^* < 3 \), the two degree of freedom cylinder demonstrates the presence of "supper-upper" branch. This can be crucial for VIV of cylindrical structures in water as water is an illustrative example where low mass ratio observed in the system.

Thus, the impact of inline vibrations is getting more crucial on cross-flow amplitude as the mass ratio decreases. The trajectory of motion becomes asymmetric to the Y axis and the classic "eight" shape distorts by bending the peak positions of the cylinder in the fluid flow direction (for \( m^* = 2 \) see Fig. 11). It can be seen in Fig. 12 that a new periodic vortex wake mode occurs and the formation of vortices changes to "2T" according to the terminology that Williamson and Roshko introduced in 1988 [16] (Fig. 13).

CONCLUDING REMARKS

The work is still in progress and the presented CFD models are being expanded towards multiple "strips" in order to observe modes of vibration of the reduced-order structure. For two dimensional simulations it has been obtained that considered CFD models allow to describe adequately the lock-in condition and captures the coupled effect of lift and drag forces on the structure with rather good correspondence to experimental data.

The overall output of the work is aimed towards providing a framework based on the Computational Fluid Dynamics approach and development of novel reduced-order models.
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ABSTRACT
Flow-induced acoustic resonances of piping system containing closed side-branches are sometimes encountered in power plants. In U.S. NPP, the steam dryer had been damaged by high cycle fatigue due to acoustic-induced vibration under a power uprating condition. The steam piping systems of actual power plants often have nearly saturated wet steam condition. Although there are several previous studies about acoustic resonance, most of them are not steam flow but air flow. In the present study, the acoustic resonance in steam flow was investigated by conducting experiments under dry and wet steam conditions. Pressure fluctuation at closed end of the single branch pipe and in main steam piping is measured. As a result, it is clarified that resonance amplitude of fluctuating pressure in wet steam was reduced by comparing with that in dry.

NOMENCLATURE

- $a$: speed of sound [m/s]
- $C_p$: specific heat [kJ/kgK]
- $D$: diameter of main piping [m]
- $d$: diameter of branch piping [m]
- $f$: frequency of pressure fluctuation [Hz]
- $f_s$: resonance frequency [Hz]
- $h$: depth of branch piping [m]
- $H$: enthalpy [kJ/kg]
- $L_e$: end correction [m]
- $n$: mode number [-]
- $P$: pressure [Pa]
- $P_{rms}$: normalized RMS amplitude of fluctuating pressure [-]
- $Q$: flow rate [$m^3/s$]
- $r$: curvature radius of branch piping [m]
- $\rho$: density [kg/m$^3$]
- $St$: Strouhal number ($= f_d / U$) [-]
- $T$: temperature [K]
- $U$: mean velocity in main piping [m/s]
- $x$: steam quality [-]
- $w$: water (liquid phase or droplet)
- dry: dry steam condition
- wet: wet steam condition
- sat: saturated steam condition

INTRODUCTION
Flow-induced acoustic resonances of piping system containing closed side-branches are sometimes encountered in power plants. Acoustic standing waves with large amplitude pressure fluctuation in closed side-branches are excited by the unstable shear layer which separates the mean flow in the main piping from the stagnant fluid in the branch [1, 2]. In U.S. boiling water reactor (BWR), the steam dryer had been damaged by high cycle fatigue due to acoustic-induced vibration under a 17.8% extended power uprating condition [3]. The cause of that is considered as flow-induced acoustic resonance at the branch sections of safety relief valve (SRV) in the main steam (MS) lines (Fig. 1). Velocity of main piping is increased by uprating, and that excites the pressure fluctuations and makes large amplitude resonant pressure at the SRVs, and that propagates to the dryers through MS lines.

Flow-induced acoustic resonance at the single branch piping such as SRV has been investigated by many researchers. It has been clarified that acoustic resonance with large amplitude of pressure fluctuation occurs where the range of Strouhal number $St$ from 0.3 to 0.6 [4-8]. The amplitude of pressure fluctuation at the closed end of the branch is largest around $0.4 < St < 0.44$ [4-8]. Morita et al. have been made flow calculations under the resonance condition by CFD and carried out the acoustic and structure analysis of MSLs and the dryer using the calculation results [4]. However, the amplitude and frequency of fluctuating pressure in wet steam cannot be calculated in directly by CFD though the steam piping systems of actual power plants often have nearly saturated wet steam condition. So, in order to predict or evaluate the acoustic resonance at the branch sections in actual power plants, it is necessary to clarify the characteristics
of acoustic resonance in steam flow and effects of steam wetness on the amplitude and frequency of pressure fluctuation. Although there are many other previous studies about acoustic resonance, most of them are not steam flow but air flow.

In the present study, to investigate the acoustic resonance in steam flow, experiments under dry and wet steam conditions, and also under air were conducted. Pressure fluctuation at the closed end of the single branch and in main steam piping was measured. As a result, it is clarified and discussed the effects of steam wetness on the phenomena of acoustic resonance.

**EXPERIMENTAL SETUP**

**Test Facility under steam flow**

Figure 2 shows schematic diagram of the test facility under steam flow condition. The facility is mainly consisted of two closed loops; steam loop and cooling water loop. In the steam loop, which is main test loop, a saturated steam is supplied from two boilers, which can be reached up to 1.6 MPa in pressure and 800 kg/h in flow rate. Temperature of saturated steam at 1.6 MPa is about 474 K. The flow rate of supplied steam can be controlled as changing differential pressure across the test section by using automatic and manual pressure control valves. Two silencers are installed at each upstream and downstream of test section to reduce noise from the automatic and manual pressure control valves, and so on. Total flow rate of steam through test section is measured as flow rate of fully condensed water by a heat exchanger, which is measured by Coriolis flow meter at downstream of steam loop.

Steam condition can be regulated dry or wet by using a super heater or wetness control line, respectively. In the wetness control line, the saturated steam is cooled down by cold water through copper coil in the main pipe. Flow rate of the cooling water in the copper coil is regulated by ball valve. By using the flow rate of the cooling water in the copper coil \( Q_w \) which is measured by electromagnetic flow meter and its inlet and outlet temperature \( T_{w,in} \) and \( T_{w,out} \), the enthalpy drawn from the steam in the main line is calculated as

\[
\Delta h = \rho_w C_{p,w} Q_w (T_{w,out} - T_{w,in}),
\]

where \( \rho_w \) and \( C_{p,w} \) are calculated by using the international equation of state IAPWS-IF97 [9]. Then, quality of steam is calculated as

\[
x = \frac{H - H_{w,sat}}{H_{s,sat} - H_{w,sat}},
\]

where \( H_{s,sat} \) and \( H_{w,sat} \) are enthalpies of saturated steam and water of inlet condition, respectively, which are calculated by using inlet pressure \( P_{s,in} \) of test section. Quality of steam \( x \) is varied according to steam enthalpy at inlet of test section \( H \). If steam condition is saturated in test section, \( x \) is equal to 1 since \( H \) is enthalpy of

**FIGURE 1:** SCHEMATIC OF ACOUSTIC RESONANCE AT SIDE BRANCH.

**FIGURE 2:** SCHEMATIC OF TEST FACILITY UNDER STEAM FLOW.

**FIGURE 3:** SCHEMATIC OF TEST SECTION.
saturated steam \((H_{s, sat})\). If steam condition is dry, \(H\) is calculated as enthalpy of dry steam at inlet of the test section \((H_{s, dry})\) by \(P_{s,in}\) and inlet temperature \((T_{s,in})\), which is larger than \(H_{s, sat}\) so \(x\) is larger than 1. If steam condition is wet, \(H\) is calculated as enthalpy of wet steam as two phase flow \((H_{w})\), as follows,

\[
H_w = H_{s, up} - \frac{\Delta h}{Q_e},
\]

where \(H_{s, up}\) is enthalpy of incoming steam at upstream of wetness control line. \(H_w\) is smaller than \(H_{s, sat}\) so \(x\) is smaller than 1 under wet steam condition.

Schematic diagram of the test section is shown in Fig. 3. A single branch pipe with 0.3D diameter and 1.045D depth was installed in the test section, where \(D\) is diameter of main piping (42.6 mm). Curvature radius \((r)\) of connection between the main piping and the branch was set at 0 to simplify the phenomena. The test section was made of stainless-steel SUS304.

Test Facility under air flow

Figure 4 shows schematic diagram of the test facility under air flow condition. The facility is consisted a blower, a vortex flow meter, a buffer tank, a test section, two silencers at upstream and downstream of test section and a duct silencer. In the facility, air at almost room temperature and almost atmospheric pressure (a little high) is supplied by the blower, which can be reached up to 900 m³/h in flow rate. The flow rate was regulated by inverter \((- 60 Hz)\) and measured by vortex flow meter. A buffer tank was installed at upstream of test section to reduce turbulence of flow such as swirling. Two silencers were installed at each upstream and downstream of test section to reduce noise from the blower, and so on.

Test section was as same dimension as that of steam flow experiments, which is shown in Fig. 3. It was made of aluminum.

### TABLE 1: EXPERIMENTAL CONDITIONS.

<table>
<thead>
<tr>
<th></th>
<th>Steam</th>
<th>Air</th>
</tr>
</thead>
<tbody>
<tr>
<td>Steam quality</td>
<td>Dry: 1.06, 1.03</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Wet: 0.99, 0.97, 0.90</td>
<td>-</td>
</tr>
<tr>
<td>Inlet pressure</td>
<td>0.1 ~ 0.3 MPa</td>
<td>0.1 MPa</td>
</tr>
<tr>
<td>Flow rate</td>
<td>80 ~ 800 kg/h</td>
<td>150~800 kg/h</td>
</tr>
<tr>
<td>Temperature</td>
<td>Dry: ~ 470 K</td>
<td>~ 320 K</td>
</tr>
<tr>
<td></td>
<td>Wet: ~ 400 K</td>
<td>-</td>
</tr>
<tr>
<td>Velocity</td>
<td>20 ~ 100 m/s</td>
<td>15 ~ 90 m/s</td>
</tr>
<tr>
<td>Strouhal number</td>
<td>0.3 ~ 1.3</td>
<td>0.25 ~ 1.25</td>
</tr>
</tbody>
</table>

\[St = \frac{f_a d}{U}\]

Experimental Conditions and Procedure

Experimental conditions are shown in Tab. 1. Experiments were conducted under dry and wet steam condition and under air flow. The quality of steam \((x)\) was 1.06 and 1.03 as dry, 0.99, 0.97 and 0.90 as wet. A series of experiments at each steam quality or air condition was performed by varying (both increasing and decreasing) the velocity in the main pipe flow. It was calculated by measuring the total flow rate, and corrected by measuring the pressure and temperature; the ranges of them are shown in Tab. 1. The range of velocity was about 20 ~ 100 m/s under steam flow and about 15 ~ 90 m/s under air flow. At each velocity, fluctuating pressures at the closed end of the branch and in main steam piping were measured by pressure sensors of piezoelectric devices (PCB Piezotronics). The measurements were repeated 5 times for each velocity condition, sampling time was 1.4 s and sampling rate was 100 kHz on each measurement.

Amplitude of the pressure fluctuation was evaluated as root mean square (RMS) and normalized by using dynamic pressure in main piping flow \((0.5 \rho U^2)\). Inlet velocity of test section \((U)\) as flow condition was normalized by using resonance frequency \((f_r)\) and diameter of branch \((d)\) as Strouhal number \((St)\), which is defined as

\[St = \frac{f_a d}{U}\]
isentropic calculation \[11, 12\]. So, in the present study, resonance frequency of steam flow was defined as dominant frequency at \( St \) condition of maximum pressure fluctuation under same steam quality condition. That is, \( f_a \) was constant under same steam quality condition in the present study.

**EXPERIMENTAL RESULTS AND DISCUSSION**

**Comparison of Pressure Fluctuation between Dry Steam Flow and Air Flow**

Figure 5 shows the time histories of pressure (left figures) and FFT analysis results of fluctuating pressure (right figures) at closed end of the branch under typical \( St \) conditions. In Fig. 5, red line shows results of dry steam \((x = 1.03)\) and black line shows results of air. Vertical axes of the left and right figures are normalized by dynamic pressure in main piping flow. Horizontal axes of the right figures are frequency ratio, which is normalized by resonance frequency.

Under \( St = 0.82 \) (Fig. 5 (a)), periodic pressure fluctuations were measured under both dry steam \((x = 1.03)\) and air, and dominant frequencies of them were as same as \( f_a \) of each fluid. It is thought that 2\(^{nd}\) mode resonance of quarter-wave frequency was occurred, which two shedding vortices are existed in branch section.

Under \( St = 0.58 \) (Fig. 5 (b)), periodic pressure fluctuations could not be measured and dominant peaks of fluctuating pressure were disappeared in both fluids. In Fig. 5 (a) and (b), the pressure pulsation from boilers due to regulating low flow rate was also measured, and its period was much longer than that of resonance.

Under both \( St = 0.40 \) and 0.32 (Fig. 5 (c) and (e)), periodic pressure fluctuations were measured. The amplitudes of them were larger than that of \( St = 0.82 \). It is thought that 1\(^{st}\) mode resonance of quarter-wave frequency was occurred, which one shedding vortex is existed in branch section. The dominant frequencies of fluctuating pressure were almost same but a little different between under \( St = 0.40 \) and 0.32. In addition, two peaks of dominant frequency of pressure fluctuation were measured near \( f_a \) under \( St = 0.36 \) (Fig. 5 (d)).

Figure 6 shows the distribution of RMS amplitude of fluctuating pressure in main piping under \( St = 0.4 \) (Fig. 6 (a)) and 0.32 (Fig. 6 (b)). Horizontal axes are normalized distance from the branch section, and vertical axes are ratio of \( P_{rms} \) and normalized by \( P_{rms} \) at closed end of the branch. In Fig. 6, the distribution of \( P_{rms} \) in main piping was a little different between under \( St = 0.4 \) (Fig. 6 (a)) and 0.32 (Fig. 6 (b)). So, it is supposed that the changing dominant frequency of pressure fluctuation around \( St = 0.36 \) in Fig. 5 was occurred due to affection by the interaction between the acoustic standing wave in branch and that in main piping.

Figures 7 and 8 show response curves of RMS amplitude and dominant frequency of fluctuating pressure at closed end of the branch on each velocity under dry steam flow of \( x = 1.06 \) and 1.03 and under air flow. Horizontal axes in Figs. 7 and 8 are Strouhal number. Vertical axis is normalized RMS amplitude \( (P_{rms}) \) in Fig. 7 and frequency ratio which is normalized by \( f_a \) in Fig. 8. In Fig. 8, dominant frequency of excitation due to shedding vortex from upstream connection of the branch with a convection speed equal to the average velocity in the shear layer (i.e. near 0.5 \( U \)) according to Martin et al.
\[ f = 0.5 \left( n - \frac{1}{4} \right) \frac{U}{d}, \]  

where \( n \) is mode number.

In Fig. 7, RMS amplitudes of both dry steam (in each \( x = 1.06 \) and 1.03) and air were increased with decreasing Strouhal number (increasing velocity of main piping) within the range of \( 0.8 < St < 1.0 \). They were decreased with decreasing \( St \) within the range of \( 0.6 < St < 0.8 \). In Fig. 8, frequency ratios \( f/f_n \) of both dry steam (in each \( x = 1.06 \) and 1.03) and air were 0.98 within the range of \( 0.7 < St < 1.0 \), that is, the dominant frequencies of pressure fluctuation were approximately equal to resonance frequency and locked-in 2\(^{nd}\) mode resonance of quarter-wave frequency \( (n = 2) \). So, 2\(^{nd}\) mode resonance peak of quarter-wave frequency was occurred around \( St = 0.8 \).

Within the range of \( 0.4 < St < 0.6 \) in Fig. 7, RMS amplitudes were increased significantly with decreasing \( St \). And they were reached maximum around \( St = 0.4 \). The maximum value of \( P_{\text{rms}} \) was about 1.1 in dry steam (both \( x = 1.06 \) and 1.03) and was about 0.8 in air, respectively. It is supposed that the difference between maximum \( P_{\text{rms}} \) in dry steam and that in air was caused by difference of fluid property and material of test section. In addition, the length of the two silencers at upstream and downstream of the test section in air flow (13.5\( D \)) is shorter than that in steam flow (23.5\( D \)). So, it is supposed that the noise could not be reduced completely in air flow compared to steam flow. RMS amplitudes were approximately same as the maximum value at 0.45 < \( St < 0.32 \). And they were decreased with decreasing \( St \) within the range of \( St < 0.32 \). In Fig. 8, frequency ratios \( f/f_n \) of dry steam (in each \( x = 1.06 \) and 1.03) were about 1.0 at
0.38 < \textit{St} < 0.5, and were about 1.05 at 0.3 < \textit{St} < 0.38. Under air flow, \( f/f_n \) was about 0.98 at 0.38 < \textit{St} < 0.5, and was about 1.02 at 0.3 < \textit{St} < 0.38. That is, the dominant frequencies of pressure fluctuation were approximately equal to resonance frequency and locked-in 1\textsuperscript{st} mode resonance of quarter-wave frequency \((n = 1)\) under both of dry steam flow and air flow at 0.3 < \textit{St} < 0.5. The difference of \( f/f_n \) between dry steam and air was caused by the different definition of \( f_n \) in present study as previously mentioned. When \( f_n \) under dry steam flow was calculated from Eqn. (5) by using 0.4d as same value of the end correction as air, calculating \( f_n \) was just about 2550 Hz under \( x = 1.03 \), and the distribution of \( f/f_n \) at 0.3 < \textit{St} < 0.5 was became as same as that in air in Fig. 8.

In Figs. 7 and 8, it was found that the response curves to \textit{St} of RMS amplitude and dominant frequency of fluctuating pressure in dry steam flow could be evaluated as same as that in air flow.

**Comparison of Pressure Fluctuation between Wet Steam Flow and Dry Steam Flow**

Figures 9 and 10 show response curves of RMS amplitude and dominant frequency of fluctuating pressure at closed end of the branch on each velocity under wet steam flow \((x = 0.99, 0.97\) and 0.90\), dry steam flow \((x = 1.06\) and 1.03\) and air flow. Horizontal and vertical axes in Figs. 9 and 10 are same as that in Figs. 7 and 8.

In Fig. 9, RMS amplitudes under wet steam conditions of \( x = 0.99, 0.97 \) and 0.90 were approximately 0.01 within the range of 0.62 < \textit{St}. 2\textsuperscript{nd} mode resonance peak of quarter-wave frequency was appeared at 0.7 < \textit{St} < 1.0 although that was not clearly compared with that in dry steam flow.

Within the range of 0.5 < \textit{St} < 0.6 in Fig. 9, RMS amplitudes were increased significantly with decreasing \textit{St} and the curve of \( P_{\text{rms}} \) under wet steam condition was almost same as that of dry steam and air. That is supposed to be caused by which frequency ratios \( f/f_n \) of wet steam conditions were increased approximately as same as that of dry steam within the range in Fig. 10. There were a little difference of the \( P_{\text{rms}} \) curves at the range between \( x = 0.90 \) and the other conditions. In present study, liquid on the main piping wall and slip of velocity between saturated steam as continuous phase and saturated water droplets as discontinuous phase were not considered to estimate the mean velocity in main piping. It is suggested that the difference of the \( P_{\text{rms}} \) curves at the range between \( x = 0.90 \) and the other conditions was maybe caused by that.

RMS amplitudes were reached maximum around \textit{St} = 0.45 in Fig. 9. The maximum values of \( P_{\text{rms}} \) were about 0.2 under each wet steam conditions. The time histories of pressure (left figures) and FFT analysis results of fluctuating pressure (right figures) under \textit{St} of maximum \( P_{\text{rms}} \) conditions were shown in Fig 11. Maximum \( P_{\text{rms}} \) of wet steam was less than about one-fifth of its dry steam condition. It is supposed that the difference of maximum \( P_{\text{rms}} \) between under wet steam condition and under dry steam condition was caused by attenuation of pressure.
fluctuation in wet steam flow [14]. Phase transition between saturated steam and water droplets was occurred by the pressure fluctuations. And as results of the vaporization and condensation, mass, momentum and energy transfers were occurred. It is just suggested that they were working as damping for pressure propagation in wet steam. In addition, many water droplets were existed in wet steam flow. The D10 diameter and number density of droplet under present experimental wet steam condition evaluating by using experimental equation according to Morita [15] are shown in Tab. 2. It is suggested that these droplets in wet steam may be worked as the obstacle of the pressure propagation.

In Fig. 9, RMS amplitudes were approximately same as the maximum value at $0.35 < St < 0.5$. And they were decreased with decreasing $St$ within the range of $St < 0.35$. In Fig. 10, there were no lock-in at $0.35 < St < 0.5$, which is the range of $St$ being large amplitude of fluctuating pressure. In addition, frequency ratios $f / f_n$ of wet steam (in each $x = 0.99$, 0.97 and 0.90) were increased gradually at the range. It is suggested that the feedback mechanism at branch section was affected by droplets in wet steam.

Figure 12 shows the distribution of RMS amplitude of fluctuating pressure in main piping under $St$ condition with maximum amplitude.

### TABLE 2: PROPERTIES OF DROPLET UNDER WET STEAM FLOW EVALUATED BY EXPERIMENTAL EQUATION [15] IN PRESENT EXPERIMENTS.

<table>
<thead>
<tr>
<th>$x$</th>
<th>$St$</th>
<th>D10 diameter</th>
<th>Number of droplets</th>
<th>Density</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.99</td>
<td>0.43</td>
<td>13–27 µm</td>
<td>~1.0x10^10</td>
<td>Num./m³</td>
</tr>
<tr>
<td>0.97</td>
<td>0.44</td>
<td>11–24 µm</td>
<td>~5.0x10^10</td>
<td>Num./m³</td>
</tr>
<tr>
<td>0.90</td>
<td>0.47</td>
<td>10–21 µm</td>
<td>~5.0x10^11</td>
<td>Num./m³</td>
</tr>
</tbody>
</table>

FIGURE 11: TIME HISTORIES (LEFT) AND FFT ANALYSIS RESULTS (RIGHT) OF FLUCTUATING PRESSURE AT CLOSED END OF THE BRANCH UNDER $St$ CONDITIONS WITH MAXIMUM AMPLITUDE.

FIGURE 12: DISTRIBUTION OF RMS AMPLITUDE OF FLUCTUATING PRESSURE IN MAIN PIPING UNDER $St$ CONDITION WITH MAXIMUM AMPLITUDE.

FIGURE 13: EFFECT ON STEAM QUALITY ON RMS AMPLITUDE OF FLUCTUATING PRESSURE AT CLOSED END OF THE BRANCH UNDER SAME $St$ CONDITIONS.
Figure 13 shows the distribution of $P_{\text{rms}}$ at closed end of the branch under $St$ as approximately same as that of maximum $P_{\text{rms}}$ condition in each steam quality ($0.85 < x < 1.07$). $P_{\text{rms}}$ in each wet steam condition ($0.85 < x < 1.0$) was less than about one-fifth of that in each dry steam condition ($1.0 < x < 1.07$). It is found that the amplitude of fluctuating pressure in wet steam condition could be predicted conservatively by evaluating as that in dry steam or air in present experimental range of steam quality ($0.85 < x < 1.0$).

CONCLUSIONS

In the present study, in order to investigate the acoustic resonance in steam flow, especially in wet steam, experiments under dry and wet steam conditions, and also under air were conducted. The following conclusions were obtained.

1. Acoustic resonance with large amplitude of pressure fluctuation was occurred where the range of $0.3 < St < 0.6$, and the amplitude of pressure fluctuation at the closed end of the branch was largest around $St = 0.4$ in dry steam and air, these results were same as previous studies. The response curves of RMS amplitude and dominant frequency of fluctuating pressure in dry steam flow was evaluated as approximately same as that in air flow.

2. RMS amplitudes in main piping, which were propagated from branch, were less than one-twentieth of that at closed end of the branch under each wet steam, dry steam and air condition.

3. The response curve of RMS amplitude under wet steam condition where the range of $0.5 < St < 0.6$, that is the range of increasing RMS amplitude significantly with decreasing Strouhal number, was almost same as that of dry steam and air. Resonance with large amplitude of pressure fluctuation in wet steam was occurred where the range of $0.3 < St < 0.6$ as same as that in dry steam, air.

4. Maximum value of RMS amplitude of fluctuating pressure in wet steam flow was less than about one-fifth of that in dry steam flow. In nearly saturated wet steam condition, RMS amplitude was also reduced comparing to that in nearly saturated dry steam. That is suggested to be caused by attenuation of pressure fluctuation due to phase transition between saturated steam and saturated water droplets and the obstacle by existence of droplets on the pressure propagation in wet steam flow.

5. It is found that the amplitude of fluctuating pressure in wet steam could be predicted conservatively by evaluating as that in dry steam or air.

In the future, the attenuation mechanism and effect on fluctuating pressure is evaluated and predicted quantitatively to predict the acoustic resonance in actual plant piping system.
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KEY PARAMETERS FOR NOISE GENERATION WITHIN CORRUGATED PIPES

Hugh Goyder
Cranfield University
Shrivenham Swindon SN6 8LA
h.g.d.goyder@cranfield.ac.uk

ABSTRACT
Corrugated pipes have the advantage of being flexible but the disadvantage of generating unacceptable levels of noise. The source of the noise is the oscillation of vortices within the corrugations. For applications that are sensitive to noise it is desirable to have a method for predicting the internal flow rates that cause noise and the level of the noise generated. This paper develops a theoretical model for the noise generation by considering the interaction of an acoustic wave with the vortices. From this model some key parameters emerge that are necessary for the modelling. These include one parameter for the maximum noise produced, which is known from experimental work, and two more which describe the balance of acoustic damping and flow excitation.

NOMENCLATURE

\( A \) Pipe cross-sectional area
\( D \) Pipe diameter
\( N \) Number of pitches in one wavelength
\( N_o \) Number of wavelengths in pipe
\( R_e \) Reynolds number
\( St \) Strouhal number
\( U_o \) Mean pipe flow velocity
\( U_c \) Convection velocity of vortex
\( c \) Speed of sound in pipe
\( f \) Vortex shedding frequency Hz
\( f_j \) Natural frequency in Hz
\( k \) Wavenumber
\( l \) Cavity width
\( p, p_j \) Pressure, modal pressure
\( q \) Volume velocity source
\( s,s_1,s_2 \) Dipole source models
\( w \) Corrugation pitch
\( \beta \) Saturation parameter
\( \gamma \) Delay parameter
\( \lambda \) Wavelength
\( \rho \) Fluid density
\( \zeta \) Damping ratio
\( \omega \) Frequency in radians per second

INTRODUCTION
The oil and gas industry use corrugated pipes to carry gas between the sea bed and platforms. Such pipes are known as risers and can accommodate platform motions because they are flexible. On the sea bed corrugated pipes are used to connect pipework and are known as jumpers. An illustration of a corrugated pipe (taken from ISO 13628-11, 1997) is shown in Figure 1. The corrugations are on the inside of the pipe and are part of a carcass which maintains the circular form of the pipe even when the internal pressure is reduced (e.g. to atmospheric pressure) and the external pressure is large due to the subsea hydrostatic depth.

The corrugations consist of alternate cavities and lands, or plateau regions, which are symmetric about the axis of the pipe. The cavities are therefore a circular groove around the circumference of the pipe. Sometimes these grooves are manufactured to be helical but these still conform well to a circular approximation. Within the cavities the flow is stagnant and thus a shear layer forms at the edge of the cavity between the moving fluid in the pipe and the still fluid in the cavity. This shear layer rolls up into vortices which are ejected from the cavity creating a noise source (see illustration in Figure 2). The noise is typically a pure tone and may have an amplitude sufficient to cause structural vibration in pipework connected to the ends of the corrugated pipe. These structural vibrations can be large enough to cause a fatigue failure after only hours of operation which then results in a gas release. This is always unacceptable and consequently the production of noise from corrugated pipes needs to be fully understood.

This paper looks at the overall behaviour of the corrugated pipe when there are feedback effects between the acoustic waves and the vorticity shed in the cavities. The key problem is to model the feedback between the many thousands of distributed sources and the many acoustic waves within the pipe.

The production of noise from a corrugated pipe seems to have been first identified by Petrie and Huntley [1980] and then by Ziada [1991]. More recent publications are Belfroid et al [2008], Debut Antunes and...
Moreira [2008] and Tonon et al. [2010]. A good source of experimental investigations and analysis is available in the thesis of Nakiboglu [2012]. The effect on structural vibration induced by the corrugation noise has been described by Goyder et al [2006].

**GENERAL SPECIFICATIONS AND CHARACTERISTICS**

Corrugated pipes cover a wide range of lengths from short jumpers of 20 m to long risers of 500 m or more with all lengths producing noise. Typical pipe dimensions are an internal diameter of about 0.2 m with the corrugation width being 5 to 10 mm with a pitch of around 25 mm. The gas within the pipe is typically methane under high pressure with a density of about 100 kg/m³. The gas flow velocity is in the range 2 to 15 m/s. The speed of sound can be high at about 400 m/s. The Mach number (ratio of flow velocity to speed of sound) is thus small. The noise is typically a pure tone with a frequency that depends on flow velocity but with values of 100 to 500 Hz. However, it is important to note that there is no known lower or upper frequency bound and in principle any frequency can be produced. In typical cases the wavelength of the noise is large compared to the corrugation width and pitch with there being tens or hundreds of corrugation gaps in a wavelength. The typical wavelength of concern is large compared to the diameter of the pipe so that acoustic modes within the cross-section need not be considered.

The corrugation gap is a helix around the pipe inner wall but will be modelled for simplicity in this paper as a sequence of circular ring gaps as shown in Figure 3.

As the flow rate in a corrugated pipe is increased from zero there is initially no noise until a threshold velocity is crossed. The prediction of this threshold velocity is important because for some operators it marks the maximum flow rate that will be allowed in the pipe. Such operators decide not to take the risk of noise in the pipeline causing vibration and possible pipework fatigue. Other operators decide to allow higher flow rates and to permit noise in the pipe but then take care to assess their pipework for the potential damaging effects of vibration.

As the flow rate is increased beyond the threshold a pure tone is maintained over a range of flows. At some higher flow rate the tone will switch to a new higher frequency in a step like manner. If the flow is increased still further then new higher frequencies will be observed each of which maintains, to a good approximation, the same frequency over a range of flow rates. If the flow rate is decreased the frequencies also decreases stepping down to a lower, frequency as some flow rate is passed. (The step-up and step-down flow rates do not necessarily coincide for increasing and decreasing flows.) The phenomenon whereby the frequency stays at one value despite the changing flowrate is known as lock-on or lock-in.

Each corrugation within the pipe is a noise source that becomes locked-in to the acoustic frequency of the noise. Various experiments have been performed to determine if the noise source acts like a monopole or dipole. Experiments by Tonon et al [2010] and by Nakiboglu [2012] show that the noise is produced at pressure nodes, where the acoustic velocity is a maximum, demonstrating that the source is a dipole.

**MODELLING APPROACH**

The general acoustic condition described in the last section is that of an acoustic standing wave in the corrugated pipe. The standing wave is associated with a natural frequency which is excited by the vortices produced in the corrugation cavities by the mean flow. The conditions that give rise to a standing wave depend on the terminations of the pipe which are generally open to allow flow but provide a discontinuity at which reflections may occur. An important consideration is the acoustic loss at the discontinuities which determines one source of damping for the acoustic waves. In a long pipe there are many natural frequencies that could be excited by vortex shedding but typically only those few with small damping actually materialize. The determination of acoustic natural frequencies and damping in terms of reflection coefficients has been investigated by Goyder [2010].

The approach taken here is to start by considering the excitation from just one circular corrugation with the source modelled as a dipole. The modelling of the dipole in terms of vortices is considered subsequently and finally the equations are generalised to consider the effect of all the corrugations.

The one dimensional acoustic wave in a pipe can be formulated in the usual manner (see Lighthill [1978] for a good discussion) by considering the equations of mass continuity, momentum and a constitutive relation. The momentum equation when linearised is

\[
\frac{\partial \rho u}{\partial t} = -\frac{1}{\rho_0} \frac{\partial p}{\partial x} \quad (1)
\]

where \( u \) is the acoustic velocity, \( p \) the acoustic pressure and \( \rho_0 \) the mean fluid density. Time is \( t \) and \( x \) is the location along the pipe. The acoustic velocity does not include the mean velocity of the pipe, \( U_0 \), which is small compared to the speed of sound and can be ignored.

The speed of sound, \( c \) is given by the differential form

\[
dp = c^2 dp \quad (2)
\]

which relate fluctuations in the pressure and density at constant entropy.

The equation of mass conservation contains the source terms. The source is regarded as a volume of fluid which is injected and removed from the main gas at a
The acoustic natural frequency is in radians per second so
the speed of sound, $c$, the wave number which is related to the wavelength, $\lambda_j$, here $p$ is the time dependent modal pressure. Also, $k_j$ is the speed of sound, $c$, and the acoustic natural frequency $\omega_j$ in the standard manner namely

$$k_j = \frac{2\pi}{\lambda_j} = \frac{\omega_j}{c}$$

The acoustic natural frequency is in radians per second so that $\omega = 2\pi f_j$ where $f_j$ is the acoustic natural frequency in Hz.

By substituting Equation 5 into Equation 4, multiplying by $\cos k_j x$ and integrating over the wavelength containing the source an ordinary differential equation is formed.

$$\frac{\lambda_j}{2c^2} \left( \rho \partial_x^2 + \omega_j^2 \rho \partial_t^2 \right) = -\rho \frac{\partial x}{A \partial t} k_j \sin k_j x_n$$

Note that in this process, as usual, the derivative of the delta function has been replaced by the derivative of the acoustic mode shape evaluated at the location of the source.

The acoustic velocity plays a strong role in the source term and, with the assumption of the acoustic mode shape for pressure, a similar acoustic mode shape may be determined for the acoustic velocity. The velocity mode shape is derived by considering the relationship between pressure and velocity in Equation 1. The acoustic velocity emerges as

$$u(t,x) = u_j(t) \sin k_j x$$

where $u_j$ is the time dependent modal velocity. Further examination of Equation 1 shows that the time dependent modal velocity and pressure are related by

$$\dot{u}_j(t) = \frac{\omega_j}{\rho c} p_j(t)$$

**SOURCE MODEL**

The noise source is attributed to vortex shedding from the corrugation gaps. Figure 4 illustrates the behaviour. The boundary layer emerges from the leading edge to form a shear layer between the moving fluid above the cavity and the still fluid within the cavity. The shear layer rolls up into discrete vortices which are convected from the leading edge to the trailing edge. There may be one or more vortices in the gap. The relationship between flow velocity and the frequency of the noise generated was first developed by Rossiter [1962] and is given in detail in Howe’s textbook [2004]. In each cycle one vortex is formed at the leading edge and one is convected from the leading edge to the trailing edge. Each vortex is convected by the local velocity $U_c$ which is about 0.4 to 0.6 $U_0$ where $U_0$ is the mean velocity in the pipe. Thus the time taken to cross the corrugation gap of width $\ell$ is $\ell / U_c$. If $f$ is the frequency of vortex shedding then this time may be related to the frequency by

$$\frac{\ell}{f} = \frac{m}{U_c} = \frac{m}{f}$$

where $m$ is the number of vortices in the gap. This equation may be generalized by allowing for additional delays and, at high Mach numbers, for the effects of the speed of sound. See Howe [2004] for details.

The usual nondimensional group used to characterize the vortex shedding frequency is the Strouhal number

point location. The source has a volume velocity $q$. For the case of a dipole, required here, two volume velocities separated by a distance $\varepsilon$ are considered with one injecting fluid while the other removes fluid (subscripts + and −). The equation is

$$\frac{\partial \rho}{\partial t} + \frac{\partial \rho u}{\partial x} = \frac{\rho_0}{A} \left( q_j \delta(x-\varepsilon/2) - q_j \delta(x+\varepsilon/2) \right)$$

$$= \frac{\rho_0}{A} s \delta' x$$

where $A$ is the cross-sectional area of the pipe. The locations for the sources are given as Dirac delta functions. For the second form on the right-hand side the two monopole sources are combined into a dipole. The dipole source, $s$, has the dimensions of volume times length divided by time. The dipole location is given by the derivative of a delta function.

The wave equation is formed by combining Equations 1, 2 and 3 to give

$$\frac{1}{c^2} \frac{\partial^2 p}{\partial \varepsilon^2} - \frac{\partial^2 p}{\partial x^2} = \frac{\rho_0}{A} s \delta' (x - x_n)$$

where the single acoustic source is located at $x_n$ the position of the $n$th corrugation along the pipe. Note that in forming the equation the time derivative of the source has been taken.

**MODEL FOR ONE CORRUGATION AND ONE RESONANT MODE**

The condition in a corrugated pipe generating noise is that of an acoustic standing wave. This condition will be used to develop the wave equation from a partial differential equation into an ordinary differential equation. A cosine wave form may be adopted for the pressure that assumes the space and time variables are separable. This approach assumes that just one acoustic mode, the $j$th, is being excited by the source. Thus

$$p(t, x) = p_j(t) \cos k_j x$$

where $p_j$ is the time dependent modal pressure. Also, $k_j$ is the wave number which is related to the wavelength, $\lambda_j$, $\omega_j$, the speed of sound, $c$, and the acoustic natural frequency $\omega_j$ in the standard manner namely

$$k_j = \frac{2\pi}{\lambda_j} = \frac{\omega_j}{c}$$

By substituting Equation 5 into Equation 4, multiplying by $\cos k_j x$ and integrating over the
which is given by \( St = f t / U_0 \). Thus the Strouhal number is related to the Rossiter theory by

\[
St = \frac{f t}{U_0} = m \frac{U_o}{U_0}
\]

(11)

The above formula has been examined in detail by Belfroid et al. [2007] who largely find agreement but report on the difficult of defining \( t \) exactly particularly when the corrugation edges are rounded. Nakiboglu [2012] obtains consistent results by including the upstream radius in the definition of \( t \).

The vortex shedding is periodic because the flow is self-organising. According to Rockwell [2003] and Crighton [1992] the flow in the leading edge is sensitive to perturbations in the overall flow. Thus the violent ejection of a vortex when it arrives at the trailing edge creates perturbations in flow which influence the formation of a vortex at the leading edge.

The flow oscillations, due to the acoustic wave, which is the concern in this paper, also modify the vortex shedding causing lock-on which is the synchronization of the vortex shedding to the acoustic wave. When there are many corrugations they all become synchronized to the local phase of the flow oscillation thus providing many sources and much energy input to the acoustic wave.

The vortex shedding mechanism is a dipole source with a strength that depends on the amplitude of the flow oscillation. For a small acoustic amplitude the source is a destabilising feedback while for a large amplitude it is a stabilising feedback. The balance between the destabilising feedback and the stabilising feedback is an important issue to be modelled in this paper.

The wavelength of the noise is large compared to the size of the cavity and the noise source is thus classified as compact. The consequence is that the mechanism is only a function of the instantaneous local flow velocity and is independent of the pressure or density changes that occur over the length of a whole acoustic wave. The behaviour of the flow in the cavity is thus one of an incompressible fluid.

It is not yet possible to model the fluid mechanics of the vortex shedding process and to extract the dipole source strength (although some progress has been made by Nakiboglu [2012] using computational fluid dynamics). However, an approach based on dimensional analysis and considerations of vortex dynamics provides considerable insight. The key inputs to the dipole source strength are the geometry of the cavity, the vorticity entering at the leading edge from the boundary layer and the flow outside the cavity composed of the mean flow \( U_0 \) plus the fluctuating flow due to the presence of the acoustic wave.

The dipole source, \( s \), has dimensions of length to the power of 4 divided by time and is a function of time. A suitable set of parameters to characterise these dimensions are the area occupied by the cavity on the pipe wall namely, \( \pi D l \) and the circulation associated with each vortex. The circulation associated with each vortex is easily estimated by noting the rate at which circulation is shed from the wall into the cavity and multiplying by the period of one cycle. The rate of generation of circulation is \( U_o^2 / 2 \) for a boundary layer that is taken to be linear, as shown in Figure 4 as \( B \) and is larger for the more realistic profile in \( A \). For a 7th power law it is \( 7U_o^2 / 8 \). The total circulation of a vortex is obtained by multiplying by the period or dividing by the frequency \( f \). The value of the circulation will be taken to be \( U_o^2 / f \) thus disregarding the factor arising from the boundary layer shape. The model for the dipole now reads

\[
s = \frac{\pi D l U_o^2}{f} s_1 \left( tf, R_c, \frac{u(t)}{U_0}\right)
\]

(12)

where the nondimensional function \( s_1 \) is shown as depending on time, \( t \), Reynolds number, \( R_c \) and the ratio of fluctuating flow velocity to mean flow velocity.

For locked-on conditions the time dependence of the dipole source is determined by the fluctuating flow velocity \( u(t) \) due to the acoustic wave. It is assumed that this flow velocity is harmonic with a slowly varying amplitude. A model for the amplitude and phase of the dipole source must be deduced from this velocity.

A phase difference exists between the oscillating flow velocity and the oscillating dipole source. This phase difference is due to the time lag between the interaction of the flow and the sensitive leading edge and the vortex moving across the cavity. Such phase differences have been observed in experiments by Ziada et al. [2003]. In these experiments the flow at the leading edge was perturbed and it was found that the source was enhanced if a delay of 3/7 of a period was applied between the perturbation and flow maximum and suppressed if the delay was 7/8 of a period. The value for the phase lag in the case being considered here is unknown.

The source strength depends on the amplitude of the flow oscillations. Since this is a self excited system it can be expected to have a linear dependence for small amplitudes. This gives rise to the unstable feedback effect. However, since the system is also self-limiting it must have a nonlinear term that provides a stable feedback condition for large amplitudes. These effects can be modelled by expanding the function \( s_1 \) in a Taylor series. The inclusion of the delay and the Taylor series terms results in the final model for the source being

\[
s = \pi D l \frac{U_o^2}{f} \left( \frac{u(t - \gamma / f)}{U_0} - \frac{1}{\beta^2} \left( \frac{u(t - \gamma / f)}{U_0} \right)^3 \right) s_2
\]

(13)
where $s_2$ is independent of time and is just dependant on Reynolds number. The Taylor series has been expanded using odd terms only and includes a liner term and a velocity cubed term. Higher terms could also be included if necessary. However, no even terms are included because when oscillating terms are considered even terms lead to an increase in the mean flow which is not physically possible. Thus, for example, a term in $u^3$ with an oscillation frequency of $\omega$ would lead to a fluctuating velocity of

$$\left(\hat{u}\cos\omega t\right)^2 = \frac{1}{2}\hat{u}^2 + \frac{1}{2}\hat{u}^2 \cos 2\omega t$$

where $\hat{u}$ is a slowly varying velocity amplitude. The first term on the right hand side is a constant implying an impossible change to the mean flow. Such terms are rejected. Equation 13 has a new parameter, $\beta$, which models the strength of the nonlinear term. It is also a function of Reynolds number. The oscillating velocity includes a term $\gamma / \omega$ to represent the phase shift between the oscillations of the acoustic velocity and the dipole.

Two more stages are required before the model for one corrugation is completed. It is necessary to take the time derivative of the source and then to replace the velocity $u$ with the velocity corresponding to the location $x_n$. Also, use may also be made of Equation 1 to relate the derivative of the velocity to the pressure. With these substitutions the ordinary differential equation for the pressure may be written as Equation 14, which is given in the Appendix due to its length.

**SUMMING ALL SOURCES**

Equation 14 is a linear differential equation in pressure and it is thus possible to use superposition to determine the response from all the sources. This requires the right hand side to be summed over all the locations $x_n$ where a corrugation is located. If the spacing between corrugations, the pitch, is $w$ and there are an integer number of pitches, say $N = \lambda / w$, in a wave length then the sin terms may be written

$$\sin k_j x_n = \sin 2\pi \frac{n}{N}$$ (15)

Use may now be made of two trigonometric identities which simplify the summation. Note that the summation is made over one wavelength.

$$\sum_{n=0}^{N} \sin^2 2\pi \frac{n}{N} = \frac{N}{2}$$

$$\sum_{n=0}^{N} \sin^4 2\pi \frac{n}{N} = \frac{3N}{8}$$ (16)

The result of this superposition is the final model for the corrugated pipe, Equation 17 in the appendix, which contains $N_0$ wavelengths. A damping term has also been inserted on the left hand side.

**THE COMPLETE MODEL**

Figure 5 shows a typical result from a simulation of the model. The simulation solves for Equation 17 and Equation 1 simultaneously. The system is unstable and the amplitude rises to a fixed value as the system saturates. A theoretical analysis shows that the saturation value of the acoustic velocity depends only on $\beta$ and is given by

$$\frac{\hat{u}}{U_0} = \frac{4}{3} \beta$$ (18)

where $\hat{u}_j$ is the amplitude of the acoustic velocity. Experimental observations by Belfroid et al [2009] and Nakiboglu [2012] indicate that $\hat{u}_j / U_0$ is typically about 0.1 making $\beta = 0.075$. Numerical investigation of the model also shows that it is insensitive to the value of $\gamma$ so long as $0.1 < \gamma < 0.45$. A value for $s_2$ is not available in the open literature.

**DISCUSSION**

The model suggests that although the system is highly complex there are relatively few key parameters. The unknown parameters in Equation 17 are only $\beta$, $\gamma$, $s_2$, and $\zeta$. In particular the maximum pressure amplitude is only dependent on $\beta$ for which the value of 0.075 has been deduced from experiments. The numerical insensitivity to the value of $\gamma$, the phase lag, suggests that this parameter is not important. This is reasonable since the pressure is a harmonic function with a slowly varying amplitude which may be considered as the sum of in-phase and out-of-phase components. All that is required for the instability is that there is a component out-of-phase with the pressure.

The conditions for the onset of the noise are much more difficult to investigate. For small amplitudes the damping will oppose the destabilising effect. There are two sources of damping. First damping from within the pipe due to friction with the pipe wall and other viscous thermal effects. Second damping due to losses from the ends of the pipe. Experiments that attempt to separate the destabilising effect from the first type of damping would be very difficult to perform because only a combined effect could be observed. In fact the parameter $s_2$ could be defined to include such damping effects. With respect to the second source of damping it is interesting to note that as the pipe becomes longer then there are more sources while the proportion of the energy generated lost to the ends remains the same. Thus as a corrugated pipe becomes longer the effect of the ends becomes less important. However, establishing the relative importance of the ends remains to be accomplished.
The assumptions of the model can be divided into two kinds. Those associated with the modelling of the mode and those associated with the modelling of the source. The modelling of the modes is well established and is a basic part of linear acoustics theory. This should have few errors. In contrast the modelling of the noise source is much more difficult. It is probably that empirical measurements will always be necessary and the fact that there is only one key parameter, $s_2$, is welcome.

CONCLUSIONS
The following conclusions may be drawn.
1. The growth of the acoustic pressure to a maximum value in a corrugated pipe can be represented by a simple model involving only a few parameters.
2. The maximum acoustic velocity is predicted to increase until it is a simple fraction of the mean velocity. This fraction has been observed in experiments to be about 0.1 of the mean velocity.
3. The prediction of the flow velocity for the onset of noise is problematic because it depends on a balance of energy losses from the system and energy developed by the system. Although a parameter has been identified to characterise this effect no experimental values are available from which it may be deduced.
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APPENDIX: LONG EQUATIONS

\[ \ddot{p}_j + \omega_j^2 p_j = -16 \pi \left( \frac{cN_0U_0}{D \lambda_j} \right) \left( \frac{\ell}{\lambda_j} \right) \left( \frac{\omega_j}{f} \right) p_j (t - \gamma / f) \sin^2 k_j x_n \left( 1 - \frac{3}{\beta^2} \left( \frac{u_j (t - \gamma / f) \sin k_j x_n}{U_0} \right)^2 \right) s_2 \] (14)

\[ \ddot{p}_j + 2 \omega_j \dot{p}_j + \omega_j^2 p_j = -16 \pi^2 \left( \frac{N_0 U_0 f_j}{D} \right) \left( \frac{\ell}{w} \right) \left( \frac{f_j}{f} \right) p_j (t - \gamma / f) \left( 1 - \frac{9}{4\beta^2} \left( \frac{u_j (t - \gamma / f)}{U_0} \right)^2 \right) s_2 \] (17)


Figure 2. Corrugated pipe carcass showing cavity and shear layer.
Figure 3. Diagrammatic representation of pipe, flow, cavities and shear layers. The sources are dipoles shown as arrows at the trailing edge.

Figure 4. Illustration of vortices within a corrugation. A and B are approximations to the boundary layer set up by the free stream \( U_0 \). The vortices move with typical velocity \( U_c \) across the cavity.

Figure 5. Simulation of Equation 18. \( U_0 = 3 \) m/s, \( f_j/f = 100 \) Hz, \( U_0 l/w = 1/3 \), \( N_0 s_2 = 0.1 \), \( \beta = 0.075 \)
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ABSTRACT
A generic experiment is conducted in which a corrugated pipe segment is placed between two smooth pipe segments with open terminations. Such a composite pipe system, widely utilized in industry, can produce high amplitude whistling noises. Experiments with pipes of 1 cm diameter and various lengths of the downstream smooth segment were carried out for flow velocities up to 55 m/s at room conditions. We observed a maximum of whistling amplitude at a critical Strouhal number between 0.36 and 0.43. There is a critical smooth downstream pipe length (much larger than the length of the corrugated pipe segment), which is sufficient to prevent pulsations at room conditions for the pipes considered. A simple model is proposed allowing the prediction of a critical Mach number above which the whistling occurs. Preliminary results focus on the worst-case scenario in which the corrugated segment is placed close to one of the pipe terminations with a high reflection coefficient. In this configuration there is a long downstream smooth pipe and a short upstream smooth pipe.

INTRODUCTION
A corrugated pipe is a tube with a periodically changing diameter. This undulatory shape makes the thin-walled corrugated pipes locally rigid and globally flexible. Various industrial applications benefit from corrugated pipes’ utilization ranging from vacuum cleaners to offshore natural gas production [1]. A drawback of corrugated pipes is the production of strong whistling sounds. This whistling is an environmental nuisance and associated vibration can lead to a mechanical failure [2].

In this paper we consider a generic experiment in which a corrugated pipe segment is placed between two smooth pipe segments. The pipe has open terminations.

We report the existence of a critical Mach number, $M_{cr}$, above which a substantial increase of the whistling amplitude is observed. A simple model is provided explaining this observation.

WHISTLING OF CORRUGATE PIPES
The sound generation in corrugated pipes has been intensely studied [2–15]. The whistling of a corrugated pipe is the result of a coupling between local vortex shedding at the cavities formed by the corrugations and longitudinal acoustic waves traveling along the pipe.

Whistling is a self-sustained oscillation. For relatively short pipes, involving strong acoustical reflections at the pipe ends, the vortex shedding at the upstream edge of the corrugations is triggered by the grazing oscillating velocity $u’$ associated with acoustic standing waves along the pipe. The unsteadiness of the flow at each corrugation results into a fluctuating hydrodynamic force in the direction of the pipe axis. This fluctuating force reinforces the acoustic oscillation. At very small acoustic amplitudes, when the regime is linear, the oscillation amplitude can grow exponentially until a non-linear regime is reached resulting in a saturation of the amplitude, and a steady whistling amplitude is established (limit cycle) [9, 11]. Alternatively, perturbations decay exponentially in time.

The whistling is observed when the travel time of the vortices across the cavity width $W$ of a corrugation matches the oscillation period of the standing wave. This corresponds to a critical Strouhal number,

$$Sr_{cr} = fW/U_{cp},$$

where $f$ is the oscillation frequency and $U_{cp}$ is the steady flow velocity in the corrugated pipe averaged over the inner cross-section of the pipe. An empirical relation was suggested in Ref. [11] relating the critical Strouhal num-
ber with the ratio of $W/D_{cp}$, i.e. the cavity width $W$ to the minimal corrugated pipe diameter $D_{cp}$:

$$Sr_c \approx 0.58 (W/D_{cp})^{0.2}.$$  \hspace{1cm} (2)

The steady whistling amplitude is a result of the balance between the power produced by the sound sources and the power losses.

The acoustic power generated by a single corrugation has been studied by means of computer simulations in [11, 13]. Within the linear approximation (see e.g. [16]), the acoustic source power averaged over a period of acoustic oscillation, $\langle P_{sc} \rangle$, scales as $\rho |u'|^2 U_{cp} S_{cp}$, where $\rho$ is the mean fluid density, $|u'|$ is the amplitude of the local grazing acoustic velocity and $S_{cp} = \pi D_{cp}^2/4$ is the minimal cross-section area of the corrugated pipe.

Fig. 1 adopted from the Ref. [13] shows the dependence of the acoustic source power produced by a single cavity on the relative acoustic amplitude, $|u'|/U_{cp}$. This is for a fully developed turbulent flow in a corrugated pipe with a geometry similar to that of the corrugated pipes used in our experiments. The source power was computed for the most intense whistling, i.e. at the critical Strouhal number, which is equal to 0.46 for the present corrugated pipe geometry. The horizontal asymptote in the graph for small $|u'|/U_{cp}$ corresponds to the linear regime.

![Graph](image)

**FIGURE 1: SINGLE CORRUGATION DIMENSIONLESS SOURCE POWER VS. RELATIVE PULSATION AMplitude. ADOPTED FROM REF. [13].**

**EXPERIMENTAL SET-UP**

The set-up and the corrugated pipe segment are sketched in Fig. 2. The pipe system consists of a short upstream smooth pipe segment of length $L_{up} = 59$ mm followed by the corrugated pipe segment of length $L_{cp} = 228$ mm and a downstream smooth pipe segment. Four different lengths of the downstream smooth pipe segment, $L_{dn}$, were tested: 59 mm, 509 mm, 988 mm and 2009 mm.

The smooth pipe segments are RVS buis UHP 12.7x1.22mm 1.4404 ultron. The inner smooth pipe diameter is $D_{sp} = 10.32$ mm, the outer is 12.7 mm. The corrugated pipe segment is BOA stainless steel corrugated pipe, type PNR made of AISI 316. The number of corrugation is $N \approx 53$. The pitch (wavelength) of the corrugations is $p = 4.3$ mm corresponding to a cavity width $W \approx 3p/4 \approx 3.18$ mm [11]. The depth of the cavities is estimated to be 3 mm. The outer diameter of corrugated pipe is 16.1 mm and the inner one is $D_{cp} = 10.19$ mm ($D_{cp}/W \approx 3.18$).

The flow through the pipe is driven by a centrifugal ventilator attached to a settling chamber (volume 0.5 m x 0.5 m x 1.8 m). A 10 cm thick layer of acoustic absorbing material (foam) covers the side-walls of the settling chamber. This avoids acoustic resonances of the settling chamber and approximates free field radiation conditions for the upstream open end (inlet) of the pipe (flanged pipe termination). At the downstream side of the set-up (outlet), the flow leaves the pipe through an un-flanged open pipe termination.

A constant temperature hot wire anemometer is placed on the pipe axis inside the pipe 4 mm upstream of the downstream open pipe termination. The hotwire anemometer was a Dantec 90C10 CTA module installed within a Dantec 90N10 frame. The signal was amplified and low-pass filtered through a low-noise preamplifier (Stanford Research Systems, Model SR560) and sent to the computer via a National Instrument BNC-2090 184 data acquisition board with a 12-bit resolution at a sampling rate of 10 kHz. This calibrated hot-wire provides a measurement of the time dependent velocity $u(t)$, which then is split into a time-averaged velocity $U_{cl}$ at the centerline and a fluctuating (acoustic) velocity of amplitude $u'$ and frequency $f$.

The acoustic velocity is uniform over the pipe cross-section (outside the viscous boundary layers of thickness $\sqrt{\nu/(\pi f)} < 0.07$ mm, where $\nu$ is the kinematic viscosity). The center-line velocity, $U_{cl}$, is related to the average velocity $U = Q/S_{ap}$ (where $Q$ is the volume flow and $S_{ap} = \pi D_{cp}^2/4$ is the cross-section area of the smooth pipe) by the empirical equation [17]:

$$U \approx U_{cl} \left(1 + 1.33 \sqrt{Fr}\right),$$  \hspace{1cm} (3)

Where the friction factor, Fr, for a smooth pipe is given
by the formula of Blasius [17]:

\[ Fr \simeq 0.316 \text{Re}^{-0.25}, \] (4)

with \( \text{Re} = UD_{cp}/\nu \) is the Reynolds number. For typical Reynolds numbers in our experiments, \( 47000 < \text{Re} < 64000 \), we approximate \( U \simeq U_{cl}/1.19 \). Due to slight mismatch in the smooth pipe and corrugated pipe diameters, average velocity in corrugated pipe is \( U_{cp} = U S_{cp}/S_{cp} \). Thus

\[ U_{cp} \simeq U_{cl}/a, \quad a = 1.16, \] (5)

i.e. the steady cross-section averaged velocity in the corrugated pipe is about a factor 1.16 lower than the centerline velocity at the end of the downstream smooth pipe segment measured by means of the hot wire.

After establishing a stable flow velocity the hot wire signal was recorded during 30 s at a sample rate of 10 kHz. The amplitude \( u' \) of the acoustic velocity fluctuations was determined by carrying a Fast Fourier Transform (FFT) of the hot wire signal and by integrating the energy in the dominating peak (above 20 Hz) over a bandwidth of 10 Hz. Then \( u' \) corresponds to an amplitude of a sinusoidal signal with the same energy [10].

In discussing the results, an experiment is denoted by the length of the upstream smooth pipe segment, the length of the corrugated pipe segment and the length of the downstream smooth pipe segment, i.e. \( (L_{up}, L_{cp}, L_{dn}) \). These lengths are rounded and given in millimeters.

RESULTS AND DISCUSSION

Whistling Frequency

In Fig. 3, the Helmholtz number, \( \text{He} \), is presented versus the Mach number, \( M \), defined as

\[ \text{He} = \frac{Lf}{c_0} = \frac{LS_{Sr}}{aW} M, \quad M = \frac{U_{cl}}{c_0}, \] (6)

where \( L = L_{up} + L_{cp} + L_{dn} \) is the total length of the composite pipe and \( c_0 \simeq 340 \text{ m/s} \) is the speed of sound in the air at room temperature. The symbols in Fig. 3, left, are the experimental data: (black) discs – (6,27,6) configuration, (blue) squares – (6,27,51) configuration and (orange) rhombi – (6,27,99) configuration. The lines are fits of Eq. (6) to the experimental data at the most intense whistling per mode (step or quasi-plateau in the Figure): lower (black) gives critical Strouhal number 0.36, middle (blue) – 0.38 and upper (orange) – 0.43. Note, that the Eq. (2) gives \( S_{Sr} \simeq 0.46 \), which is 22% larger than the lowest observed critical Strouhal number. This variation in the critical Strouhal number are not understood and deserve further study. The longest pipe configuration (6,23,201), not shown in the Fig. 3, left, was not whistling in the whole range of Mach numbers reachable with the current set-up.

In agreement with the previous observations [11,13], the Helmholtz number, hence the whistling frequency, changes in a step-wise manner illustrating the coupling of the standing wave (inside the corrugated pipe) with an appropriate hydrodynamic mode of vortex shading (see [11,13] for more details). In first order approximation, the standing waves correspond to the Helmholtz number changing in steps of 0.5. A stepping close to this is observed in Fig. 3.

Whistling Threshold

In Fig. 3, the relative whistling amplitude, \( |u'_0|/U_{cl} \), versus the Mach number is shown. Here \( |u'_0| \) is the acoustic velocity amplitude at \( x = 0 \), i.e. at the downstream end. Observe that the increase in length of the downstream smooth pipe segment leads to an expected decrease in the relative amplitude such that for the configuration (6,27,201), not shown in the Fig. 3. The whistling disappears in the flow range considered in our experiments. There are also noticeable sudden variations in whistling amplitudes for high Mach numbers. These variations might be due to acoustic resonances of the room in which the experiment was conducted. Interesting
The single source power \( \langle P_{\text{src}} \rangle \) is shown in Fig. 1. In the linear regime we have \( \langle P_{\text{src}} \rangle \approx NA \rho |u'|^2 U_{cp} S_{cp} \) with \( A \approx 0.29 \). If the losses overcome the production, the system remains silent. The balance of the losses with production, \( \langle P_{\text{loss}} \rangle = \langle P_{\text{src}} \rangle \), determines the threshold for whistling:

\[
NA \rho |u'|^2 U_{cp} S_{cp} = \frac{1}{2} \rho c_0 |u'_{dn}|^2 S_{sp} ,
\]

which agrees surprisingly well with the experimentally observed value.

It is important to stress that we made a very crude approximation assuming that the grazing oscillatory velocity amplitude, \( |u'| \), is uniform through the whole corrugated pipe and equal to \( |u'_{dn}| \). In general this is not true. The weakly unstable shear layers amplify the acoustic wave propagating in the corrugated pipe at every corrugation. Hence we expect a non-uniform acoustic velocity along the corrugated pipe segment. Furthermore, a critical Mach number also exists for other pipes configurations including the symmetric one (6,27,9), where a dominating traveling wave in the downstream smooth pipe segment is a poor approximation.

\[
\langle P_{\text{loss}} \rangle \approx \frac{1}{2} \rho c_0 |u'_{dn}|^2 S_{sp} , \quad N\langle P_{\text{src}} \rangle \approx NA \rho |u'|^2 U_{cp} S_{sp} .
\]

Assuming \( |u'| = |u'_{dn}| \), we find a critical Mach number:

\[
M_{cr} = \left( \frac{D_{sp}}{D_{cp}} \right)^2 \frac{a}{2A} \frac{1}{N} .
\]

This is the Mach number below which the system remains silent. For the set-up considered (\( N = 53, a = 1.16, A = 0.29, D_{sp}/D_{cp} \approx 1.01 \)) we find:

\[
M_{cr} \approx 0.04 , \quad \text{(11)}
\]

FIGURE 3: LEFT: HELMHOLTZ VS. MACH NUMBER, RIGHT: AMPLITUDE VS. MACH NUMBER.
CONCLUSIONS

Experiments have been carried out on pipes consisting of three segments: upstream smooth segment, corrugated pipe segment and downstream smooth segment. The length of the last smooth pipe segment was varied. Strong whistling was observed for all the lengths except the longest one at which the system remained silent. This supports the idea that a long enough smooth pipe placed after the corrugated one will keep the system silent since the losses brought by the smooth pipe will overcome the sources power, which are located in the corrugated pipe. However, a very simple model predicts another behavior: the whistling should occur for a very long downstream pipes above a critical Mach number.

The recorded dimensionless whistling frequencies (Strouhal numbers) appeared to be in a fair agreement with the earlier findings [11]. A very simple order-of-magnitude estimate predicts surprisingly good the value for the critical Mach number observed in the experiments below which a corrugated pipe segment attached to a long smooth pipe should not whistle.
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ABSTRACT
In this paper, combustion oscillation model capable of explaining the effects of various fuel components contained in biomass gas is presented. This model is an extension based on ignition-delay model, originally proposed by Z. M. Ibrahim for single gas component, where the effect of various fuel components to ignition-delay time has not been considered. We evaluated the ignition-delay time by CHEMKIN and considered the effects of various fuel components. As a result, it was found that H$_2$ tends to cause unstable thermo-acoustic oscillations. Incombustible components, such as CO$_2$ and N$_2$ had effects to suppress the combustion oscillation. Also, combustion experiments were performed with quartz premixed combustor system with various fuel components and compared with results calculated based on proposed model.

INTRODUCTION
Recently, due to the interests for environmental problems, high efficiency and low NO$_x$ emission properties are demanded for gas turbine combustors. Lean premixed combustion, burning air-fuel premixed gas in combustion chamber, has suitable features for modern combustors due to wider range of combustion area and low maximum flame temperature.

Beside of advantages to the lean premixed combustion, its flame has tendency to be unstable, commonly called combustion instability. The combustion instability includes various unstable flame phenomenons such as combustion oscillation, blow out, flashback and etc. Combustion oscillation is a thermo-acoustic oscillation phenomenon, caused from thermo-acoustic coupling leads to large scale oscillation of pressure and flow speed.[1].

Biomass gas is considered to be an alternative energy source as renewable energy. In gas turbine industry biomass fuel is able to replace natural gas, conventional fuel. The benefit of using biomass gas as a fuel is environmental feature called carbon neutral. Because the sources of the fuel are plants on the ground, carbon dioxide in the air does not increase. The composition of the biomass gas varies by the sources, producing method. Biomass made from pyrolysis, one of the producing method of biomass fuel, is mainly composed of various components of gases as CH$_4$, H$_2$, CO, CO$_2$, N$_2$. However, these components in the biomass fuels can affect to combustion oscillation due to different combustion properties of components[2-4]. Besides,
Intergrated coal Gasification Combined Cycle (IGCC), has similar fuel composition to pyrolisis gas, needs to be operational with the consideration of the effect on various fuel components.

Z.M. Ibrahim suggested combustion instability predicting model of single composition fuel based on theory of energy transfer between heat and acoustic. Analysis was compared with experimental results showing good match of them[5].

Janus conducted experiments and analytic calculations with various fuel mixtures, inlet temperature, inlet velocity, equivalence ratio. Delay time, summation of mixing time, ignition delay time, is shown as key parameter of combustion oscillation[6].

Santavicca performed combustion experiments with mixed gas of natural gas and hydrogen. The two-dimensional heat distribution of internal combustor and pressure fluctuation was measure. It was shown that heat distribution is closely related with combustion oscillation[2].

Samuelson calculated ignition delay time of IGCC type fuels and confirmed match with experimental results. Proportion of carbon monoxide in methane/carbon monoxide mixture shown little effect on ignition delay time. Besides hydrogen is dominant parameter of various composition fuels[7].

In this paper, the effect of fuel composition to combustion oscillation is investigated and a method for considering fuel composition to combustion oscillation modeling is suggested. Experiments were performed with premixed combustion system with various compositions of fuel.

MODELLING

In this section, analytic method of predicting occurrence of combustion oscillation in various fuel composition. Based on Ibrahim’s model, effect of fuel composition is reflected in ignition delay time, which is dominant parameter of the oscillation model. Ignition delay time is calculated with chemical reaction calculation tool, CHEMKIN.

Criterion of Rayleigh

Combustion oscillation is a phenomenon of the thermal acoustic oscillation. Thermal acoustic oscillation is self-excited vibration excited by mutual interaction of pressure, heat release and fluid. Rayleigh’s criterion is an equation which associates three factors. Rayleigh’s criterion is shown as Eq. (1).

\[
\Delta E = \int_{L} \left( \frac{\gamma - 1}{\rho c^2} \right) p'q'-Q_{loss} > 0
\]  

(1)

The equation indicates that the oscillation occurs if pressure fluctuation \( p' \) and heat release fluctuation \( q' \) is in same phase, and acoustic energy fluctuation in one oscillation cycle \( \Delta E \) is positive. When \( \Delta E \) is positive acoustic energy in combustor increases in every cycle and diverge. In case of \( \Delta E < 0 \) acoustic energy of combustor converge and preserve stability.

Combustion Oscillation Model

Based on the theory of Rayleigh’s criterion, \( n - \tau \) model is proposed by Ibrahim[5] to estimate the occurrence of combustion oscillation. Appearance of oscillation is determined by the eigenvalue which can be obtained from conservation of acoustic energy. The oscillation occurs when eigenvalue is positive. Conservation of acoustic energy is written as

\[
\frac{\partial e}{\partial t} + \frac{\partial}{\partial x} (p'u') + \frac{\partial}{\partial x} (e\bar{u}) - \Phi = 0
\]  

(2)

where \( \Phi \) is dissipating acoustic energy per unit volume, which shows reciprocal action between pressure and heat release. \( \Phi \) can be written as

\[
\Phi = \frac{(\gamma - 1)}{\rho c^2} p'q' - \frac{\partial u'}{\partial x} \tau
\]  

(3)

Assuming fundamental mode, the distribution of flow speed, pressure and heat release can be schematically shown as Fig. 1. Flame location , used in following equation, is determined by ignition delay time \( \tau \) and flow speed \( u \). Solution of acoustic energy can be solved from Eq. (2) and Eq. (3) as follow,

\[
\Delta E = e_t e^{-\omega \tau} \alpha_{amp} = n(\gamma - 1) \frac{q}{\rho} \left[ \cos \left( \frac{\pi x}{2L} \right) \right]^2 \cos(\omega \tau)
\]  

(4)

where \( \alpha_{amp} \) is the amplification coefficient. Considering damping effect, \( \alpha_{damp} \) is decay rate of the acoustic energy by damping effect, consequently, substantial amplification coefficient can be expressed as \( \alpha = \alpha_{amp} - \alpha_{damp} \). Wall

![Fig. 1 Schematic illustration of n - \tau model.](image-url)
damping is the most effective damping element in the combustor. $\alpha_{damp}$ for wall damping is estimated as

$$\alpha_{damp} = \frac{1}{2 \bar{e} V} \int_A e_{wall} dA$$

(5)

Where

$$e_{wall} = \frac{1}{2} \left( \frac{T_{wall}}{T_{comb}} \right)^2 |\bar{\sigma}|^2 \sqrt{\frac{\omega^2 \rho_{wall} \mu_{wall}}{2}}$$

(6)

is obtained from time-dependent momentum equation. $e_{wall}$ indicates acoustic energy attenuation at the combustor wall, $\bar{\sigma}$ is average acoustic energy per time. Wall temperature $T_{wall}$ - combustion temperature $T_{comb}$ is assumed as 900°C. Eq. (6) shows that wall damping is proportional to $|\bar{\sigma}|$, which intends higher damping effect at higher frequency, and therefore oscillation is difficult to occur.

**Combustion Oscillation Model for Biomass Fuel**

The effect of fuel composition to ignition delay time $\tau$ was investigated. $\tau$ is dominant parameter in $n - \tau$ model, and varies by components of the fuel. Composition of CH$_4$, H$_2$, CO, CO$_2$, N$_2$ are used to calculate ignition delay time of biomass fuel. Numerical analysis was performed to calculate delay time by CHEMKIN Reaction Design). GRI-mech 3.0 was used for analyzing chemical reaction mechanism. GRI-mech 3.0 is a detailed chemistry reaction mechanism and

Fig. 2 Calculated ignition delay time of low calorific gas.

Fig. 3 Effect of fuel composition to ignition delay time.
contains 325 reactions of 53 species.

Chemical reaction is calculated in time periods. For example, reaction of methane in 1[atm] is calculated as Fig.2. Reactant (CH₄) is decreased and products of reaction (CO₂, H₂O) are increased as reaction proceeds. Temperature is also raised by heat of reaction. To determine delay time, period of maximum temperature gradient from beginning of reaction is selected as maximum heat release point during reaction.

The relationship between inlet temperature and ignition delay time of various mixed gas fuel are calculated. To examine each components of biomass fuel, calculation was carried with cases of CH₄/ H₂, CH₄/ CO, CH₄/ N₂, CH₄/ CO₂ mixtures. The result of CH₄/H₂ mixture is shown as Fig. 3 (a). Ignition delay time decreases at higher inlet temperature, due to higher internal energy at initial. Linear relationship between logr and 1000/T is same composition of fuel is shown well. As proportion of H₂ increases, the graph shows shorter ignition delay time. The difference among CH₄/H₂ mixtures is wider when inlet temperature is low. Delay time of CO, N₂, CO₂ with CH₄ mixture show no difference as composition varies (Fig. 3 (b) (c) (d)). This result shows ignition delay time of biomass fuel is decided by composition of combustible gas : CH₄, H₂, CO. Moreover, proportion of CH₄ and CO has no effect on ignition delay time. Ignition delay time of the fuel is able to be determined from proportion of H₂ in all combustible components in the fuel.

Ignition delay time and 1000/T is in linear relationship as mentioned above. Therefore relationship between ignition delay time τ and combustion temperature can be written as Eq. (7)[8]

\[ \tau = c \exp\left(-\frac{E}{RT}\right) \]  

(7)

where c is constant, E is activation energy, R is universal gas constant. To evaluate delay time with combustion temperature, effect of composition to constants c, E and R was examined from the result of ignition delay time of CH₄ and H₂, since CH₄ and H₂ are only components in biomass gas that affects to delay time. From the result of Fig. 3 (a), assuming that relation between c, E/R and p_{H₂} are in linear, the constants are approximated by Eq. (8), (9)

\[ c = -12.53 p_{H₂} + 18.02 \]  

(8)

\[ \frac{E}{R} = 3 \times 10^{-4} p_{H₂} - 3 \times 10^{-5} \]  

(9)

where p_{H₂} is proportion of H₂ in the fuel.

Amplification rate of acoustic energy α amp in Eq. (4) was calculated with obtained ignition delay time from Eq. (7), (8) and (9). The compositions of fuels, used in calculation are shown in Table 1. The result of ignition delay time is shown as Fig. 4. CH₄/H₂ mixture and pyrolys is shows shorter delay time due to H₂ is included. Delay time of pyrolysis is the shortest, since proportion of H₂ in flammable gases is higher than CH₄/H₂ mixture gas. Amplification rate of acoustic energy are calculated with calculated ignition delay time (Fig. 5). Other constants in Eq.(4) were assumed as n = 0.05, L = 0.03 m, p = 1 atm. Above 0 is unstable area where coefficient of acoustic energy diverges and oscillation occur, under 0 area is stable. Inlet temperature is used for temperature T and frequency is determined as resonant frequency 750 Hz (= c / 4L). Compositions of the fuel were shown as Table 1. The result shows, α of CH₄ single fuel has turned positive at 800°C. But CH₄ with H₂, α conversed at lower temperature than CH₄, 700°C. Lower inlet temperature of premixed gas contains lower heat value, and results in lower heat release rate. As Eq. (4), although low heat release rate decreases amplification of acoustic energy at low temperature, short ignition delay time of H₂ affected the equation to be more high α than CH₄, CO₂ and N₂ had effect of relieving oscillation that, α was under 0 at all the temperature.
EXPERIMENT

Experiments were carried out to compare with analytic model and verify propriety of the model. The effect of H₂ in fuel and intensity of swirl in internal combustor to combustion oscillation is also investigated. Occurrence of combustion oscillation is measured in sound pressure level or pressure fluctuation.

Experiment Apparatus

Combustion experiments were performed to examine effect of biomass gas composition to combustion oscillation. Schematic experiment rigs and combustors are shown as Fig. 6 and Fig. 7. Two systems are used for the test. Air heater was equipped at System A for variable inlet air temperature and inlet air flow controlled by mass flow controller. Mixed gas of CH₄, H₂, CO, CO₂, N₂ is supplied as fuel. Sound pressure is measured to estimate occurrence of oscillation. The length of combustor is 235 mm and diameter of quartz liner is 76 mm. By contrast, air heater and mass flow controller for inlet air is removed for system B. Flow of inlet air is measured with laminar flow meter. Mixed gas of city gas 13A and H₂ is used for the fuel and pressure fluctuation is measured by piezoelectric pressure gauge of internal combustor. Length of combustor is 335 mm and diameter of quartz liner is 105.5 mm.

Effect of Inlet Air Temperature and Fuel Composition

The result of sound pressure of internal combustor at various fuel and inlet air temperature is shown in Fig. 8. The test is carried out with system A and the same fuel compositions are used as analytical method, shown as Table 1. Equivalent ratio and input energy were unified as φ = 0.4, Qin = 276 kJ/min. Combustion oscillation occurred above 108 dB of sound pressure. Sound pressure tended to be higher with increasing inlet air temperature risen. The

Table 2 Mean temperature of internal combustor

<table>
<thead>
<tr>
<th>Composition of fuel</th>
<th>Mean temperature [°C]</th>
</tr>
</thead>
<tbody>
<tr>
<td>CH₄</td>
<td>837.7</td>
</tr>
<tr>
<td>CH₄ &amp; H₂ 7:3</td>
<td>806.9</td>
</tr>
<tr>
<td>CH₄ &amp; H₂ 6:4</td>
<td>800.2</td>
</tr>
<tr>
<td>CH₄ &amp; CO₂</td>
<td>660.3</td>
</tr>
<tr>
<td>CH₄ &amp; N₂</td>
<td>734.1</td>
</tr>
</tbody>
</table>

Fig. 6 Schematic illustration of experimental rigs.

Fig. 7 Combustors of experiment system.

Fig. 8 Experimental result of flame stability.
temperature which flame conversed into unstable was at 900 °C with CH₄, 700 °C with mixed gas of H₂ and CH₄. Oscillation did not occur at all range of inlet temperature, if CH₄ was diluted by CO₂ or N₂. This result was very close to the result obtained by the analytical method which was shown as above. Both results show oscillation inducing effect of H₂ and oscillation relieving effect of CO₂ and N₂.

**Internal Temperature of Combustor**

Internal temperature of combustor is measured with R-

---

**Table 3 Experimental conditions.**

<table>
<thead>
<tr>
<th>Fuel flow rate [L/min]</th>
<th>50</th>
<th>52</th>
<th>100</th>
<th>103</th>
<th>128</th>
</tr>
</thead>
<tbody>
<tr>
<td>%13A / %H₂</td>
<td>100/0</td>
<td>96/4</td>
<td>100/0</td>
<td>96/4</td>
<td>70/30</td>
</tr>
<tr>
<td>Heat input [kJ/s]</td>
<td>8.03</td>
<td>8.16</td>
<td>16.17</td>
<td>16.16</td>
<td>16.13</td>
</tr>
</tbody>
</table>

---

**Fig. 10 Schematic illustration of swirlers.**

- (a) High swirler (swirl number = 2.42)
- (a) Low swirler (swirl number = 1.01)

**Fig. 11 Experimental results for 13A / H₂ mixed**

- (a) $F_{\text{fuel}} = 50\ \text{L/min}, 13A, Q_{\text{n}} = 8.03\text{kJ/s}, \text{high swirl}$
- (b) $F_{\text{fuel}} = 100\ \text{L/min}, 13A, Q_{\text{n}} = 16.17\ \text{kJ/s}, \text{high swirl}$
- (c) $F_{\text{fuel}} = 103\ \text{L/min}, 13A, Q_{\text{n}} = 16.16\ \text{kJ/s}, \text{low swirl}$
- (d) $F_{\text{fuel}} = 128\ \text{L/min}, 70\%\ 13A/ 30\%\ H₂, Q_{\text{n}} = 16.13\ \text{kJ/s}, \text{low swirl}$
type thermocouple through the center line of combustor. The result is shown in Fig. 9. To identify the location of thermocouple, distance is measured from the bottom of the combustor. Temperature descends radically after 60 mm where the flame holder ends. CH₄ / H₂ mixture shows lower temperature at short distance, because of water vapor is produced by combustion of H₂, which has large specific heat. By the same reason, temperature descending is relieved after 60 mm. Mixed gas with incombustible gas, such as CO₂ and N₂ showed low temperature at all distance. Table 2 shows mean temperature of combustor. H₂ had little effect of descending mean temperature, but CO₂ or N₂ mixed gas show difference about 100 °C or more with CH₄. Low temperature of combusted gas leads to less occurrence of oscillation.

Effect of Equivalence Ratio and Swirl Number

Fig. 10 shows two types of swirler which is used in System B. Low swirl was designed to have smaller inner diameter to get low swirl number by raising axial velocity of flow. Experimental conditions are shown in Table 3. The fuels were composed of city gas 13A and H₂. Equivalent ratio was controlled by increasing flow rate of the air. Pressure fluctuation was measured by piezoelectric pressure sensor installed on the wall of the bottom at internal combustor and analyzed by fast fourier transform (FFT). The results are shown in Fig. 11. The oscillation at near 100 Hz was confirmed to the influence of air compressor by experiment in non-combustion situation.

Combustion oscillation occurred near 500 Hz, φ = 1.14 (Fig. 11 (a)). The range of the frequency and equivalent ratio was wider at larger heat input (Fig. 11 (b)), since more heat was converted to the pressure fluctuation. Oscillation was diminished by low swirler (Fig. 11 (c)), which has higher axial flow speed. The reason of low fluctuation level is expected that location of flame has changed by axial flow speed and the location affects to the oscillation as seen in Eq. (4). In all condition low swirler was used, combustion oscillation did not occur, except 70% 13A/30% H₂. Fig. 10 (d) shows oscillation inducing effect of hydrogen at most of the equivalent ratio range in spite of heat input was same as Fig. 11 (c). Delay time shortens by H₂ as mentioned above, consequently, flame location supposed to be shorter as opposite effect of low swirl number. Fig. 11 shows the relationship between proportion of hydrogen and oscillation occurred equivalent ratio. Without hydrogen, oscillation occurs at narrow range of 1~1.1, but 96% 13A/4% H₂ fuel generates oscillation at 0.9 ~ 1.2. Oscillation was observed at almost all range of operative equivalent ratio, when 70% 13A/30% H₂ fuel is used.

CONCLUSIONS

It was shown that ignition delay time of various composition of fuel was calculated and the delay time was shorten by the effect of hydrogen. Combustion oscillation was induced by hydrogen contained fuel, because of short ignition delay time. Not only increasing level of oscillation, but also oscillation occurring range of equivalent ratio was widen. Ignition delay time can be estimated by fuel composition, which made possible to consider fuel composition to combustion oscillation model. Inflammable components such as N₂, CO₂ had effect of relieving oscillation. Lower mean temperature, due to larger specific heat, was effective to reduce oscillation. Combustion oscillation was tended to occur at high swirl number, whether hydrogen is combined or not.
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ABSTRACT
Field vibration tests were conducted on operational full-scale Tainter gates in the USA using the tensile failure of a machined steel rod to provide impulsive excitation to the gates. The specific intent of the tests was to advance the state-of-the-art knowledge of the coupled-mode instability mechanism for such gates. The tests provided clear identification of the gates’ inherent in-water vibration characteristics; ambient excitation was unable to identify these dynamic characteristics of the gates. Subsequently, the previously developed theoretical analysis was applied to the tested gates to expose an essential dynamic instability for these installations, as well as to provide a framework for the design of a retrofit and an optimized maintenance plan.

INTRODUCTION
Tainter (radial) gates are used world-wide as dam crest gates for regulation and flood release. On July 17, 1995, one of the massive Tainter gates at the Folsom Dam in California experienced failure, possibly as a result of flow-induced vibrations, as described by Ishii (1995). Figure 1 shows the photo just after the gate failure with substantial unrestrained discharge. The gate operator stated that at his position on the catwalk over the gate, he felt a small steady vibration which rapidly intensified. In 1967, a similar Tainter gate failure occurred in Japan. A Tainter gate at the Wachi Dam in Kyoto prefecture, failed suddenly at a small gate opening, and was swept downstream, as described by Ishii & Imaichi (1980) and Ishii, et al. (2011).

Tainter gate failures such as those experienced at the Folsom and Wachi Dams do not happen frequently. However, it is well known that many Tainter gates cannot be operated at small gate openings, since they are very susceptible to self-excited vibration. In the hopes of preventing a recurrence of such Tainter gate failures, the authors have persistently pursued a rigorous research program. The studies involved laboratory testing of two- and three-dimensional model gates (Anami, et al., 2003; 2006), full-scale field tests on operational gates (Ishii et al., 2009a; 2009b), as well as theoretical analyses (Anami, et al., 2004; 2007). The conclusion from this series of studies was that the underlying mechanism behind the failure of these two gates was an essential dynamic instability to which all Tainter gates may be susceptible (see Anami, 2002).

Clearly, it is imperative to identify gates that do indeed possess susceptibility to this dynamic instability, and subsequently take measures to prevent future failure of these susceptible gates. To assure the complete stability and long-term safe operation of the tremendous number of
Tainter gates used all over the world, an effective method of distinguishing susceptible gates from unsusceptible gates is absolutely necessary.

This paper presents an effective and reliable method of excitation of Tainter gates, analogous to impact testing of less massive structures. The method permits the identification of the dynamic characteristics of the gate, which are indicative of the gate’s potential for dynamic instability. Initially, examples of the use of the steel rod tensile failure method on operational, full-scale Tainter gates are presented. In the testing, low levels of damped vibrations of the Tainter gate in running water were triggered by breaking a small-diameter, machined steel rod attached to the bottom center of the skinplate and anchored to the surface of the dam crest. The steel rod breaking tests permitted the identification of the gate’s natural in-water vibration frequencies and mode shapes, as well as, through analysis of these modes shapes and frequencies, the gate’s susceptibility to the coupled-mode dynamic instability.

Subsequently, similar measurements undertaken with ambient excitation (without an impulsive input trigger such as that supplied by the steel rod breaking method) show that ambient excitation is incapable of identifying the gate’s susceptibility to the coupled-mode dynamic instability mechanism.

A previously developed theoretical analysis is then applied to the tested gates to identify whether the gates, under the operational conditions tested, were susceptible to the essential dynamic instability. Finally, the effect of the magnitude of impulsive excitation, such as that supplied by the breaking of the steel rod, in overcoming friction maintained dynamic stability is demonstrated in a model study.

MECHANISMS OF COUPLED-MODE SELF-EXCITED VIBRATION

Tainter gates dynamics can be characterized by two predominant in-air natural vibration modes as illustrated in Figure 2. One mode is the rigid body vibration of the whole gate about the trunnion pin and other is a streamwise bending vibration mode of the skinplate, as described by Ishii (1995) and Anami et al. (1998). With the gate exposed to flowing water, these two natural vibration modes can couple through inertial and hydrodynamic forces, as documented in Anami, et al. (1998). This type of coupled-mode vibration is accompanied by a fluctuation in the gate’s discharge (i.e., a flow rate variation), and is capable of inducing violent, destructive self-excited vibrations.

Figure 3 shows a closed loop energy cycle of the coupled-mode self-excited vibration. If any random excitation triggers the streamwise vibration of the skinplate, the resulting skinplate inertial torque excites the whole gate motion around the trunnion pin. Whole gate rotary motion produces a flow-rate variation, with an accompanying flow-rate-variation pressure. If the bottom end of the skinplate behaves as a press-shut device (a device that tends to reduce gate opening with increased upstream head), the flow-rate-variation pressure feeds energy back to the skinplate streamwise vibration, thus amplifying its vibration amplitude, which in turn amplifies the torsional vibration around the trunnion pin. This type of coupled-mode self-excited vibration can occur naturally, even if the skinplate is concentric with the trunnion pin.

Of special note in this closed loop energy-cycle is that the streamwise skinplate vibration induces a push-and-draw pressure, which does not consume energy from the vibrating gate, but yields a large added mass effect. With the large added mass, the frequency of the in-air streamwise skinplate vibration mode is substantially reduced in flowing water, often coming dangerously close to the rigid body rotational frequency. If the two frequencies coalesce, the comparatively small amplitude flow-rate variation pressure can spontaneously amplify the amplitude of coupled-mode vibration.

Equations (1) and (2) describe this coupled-mode self-excited vibration:
\[ \theta'' + 2 \zeta \omega_0 \theta' + \theta = -\frac{\alpha'_f}{\alpha} \psi'' \]  
(1)

and

\[
\left( 1 + \delta' \alpha_{f} \Delta m_{f}^{*} \right) \psi'' + 2 \gamma_{\psi} \left( \zeta_{\psi} + \zeta_{\psi} \right) \psi' + \gamma_{\psi} \psi' = \alpha_{f} \left\{ -\left( \alpha_{f} \psi + \sqrt{2} c_{f} \frac{\alpha_{f} \Delta m_{f}}{r_{m}} \right) \theta' + \sqrt{2} c_{f} \frac{\alpha_{f} \Delta m_{f}}{r_{m}} \psi' \right\}.
\]

(2)

Equation (1) represents the whole gate rigid-body vibration around the trunnion pin, and the Equation (2) represents the in-water streamwise vibration of the skinplate. The symbols \( \theta \) and \( \psi \) represent the reduced vibration amplitude of the skinplate center and the whole gate around the trunnion pin, respectively.

The hydrodynamic pressure does not appear in Equation (1); the whole gate rigid-body vibration is excited by the inertia torque of the skinplate. On the other hand, the hydrodynamic pressure directly appears in the Equation (2). In Equation (2), the first term on right side represents the energy source that excites the streamwise vibration due to flow-rate variation under the gate (Anami et al., 2000).

The dynamic stability diagram for the gate can be determined from the simultaneous solution of Equations (1) and (2), using numerical computer-simulation to obtain the approximate solutions.

This fundamental mechanism applies not only to skinplate streamwise rotational vibration, but to streamwise parallel vibration of the skinplate. The inertial force caused by the streamwise parallel vibration induces a torque around the trunnion pin. This inertia torque, in turn, drives the whole gate vibration around the trunnion pin.

**STEEL ROD BREAKING EXCITATION METHOD**

The identification of the in-air and in-water natural vibration characteristics is essential in ascertaining the dynamic stability of Tainter gates. The in-air natural vibration characteristics can be determined by experimental modal analysis using an impact hammer. However, in water, the energy that can be input with an impact hammer is insufficient to excite the streamwise vibration due to flow-rate variation under the gate (Anami et al., 2000).

The dynamic stability diagram for the gate can be determined from the simultaneous solution of Equations (1) and (2), using numerical computer-simulation to obtain the approximate solutions.

This fundamental mechanism applies not only to skinplate streamwise rotational vibration, but to streamwise parallel vibration of the skinplate. The inertial force caused by the streamwise parallel vibration induces a torque around the trunnion pin. This inertia torque, in turn, drives the whole gate vibration around the trunnion pin.

**STEEL ROD BREAKING EXCITATION METHOD**

The identification of the in-air and in-water natural vibration characteristics is essential in ascertaining the dynamic stability of Tainter gates. The in-air natural vibration characteristics can be determined by experimental modal analysis using an impact hammer. However, in water, the energy that can be input with an impact hammer is insufficient to excite the streamwise vibration due to flow-rate variation under the gate (Anami et al., 2000).

The identification of the in-air and in-water natural vibration characteristics is essential in ascertaining the dynamic stability of Tainter gates. The in-air natural vibration characteristics can be determined by experimental modal analysis using an impact hammer. However, in water, the energy that can be input with an impact hammer is insufficient to excite the streamwise vibration due to flow-rate variation under the gate (Anami et al., 2000).

To provide a small initial impulsive force on the gate, a machined steel rod with a small diameter was installed between the bottom center of the skinplate and the spillway concrete, as shown in Figure 4. The gate was then gradually raised in a step-wise fashion until the steel rod fixed between the skinplate bottom and the dam crest was loaded past its capacity and broke suddenly. Common dimensions and a photo of the machined steel rod are shown in Figure 5, where \( d \) represents the diameter of the neck of the steel rod, made of S45C steel (contains 0.45% carbon).

The diameter \( d \) of the machined portion of the rod is critical to the method. If the diameter is too small, the impulsive load is insufficient to excite the vibration; if it is too large, too much excitation is provided to the gate and gate lifting system. Therefore, the diameter of the steel rod was carefully determined using the elongation-to-tension-load characteristics of the gate lifting chains. Based on our experience, the elongation of the lifting wires/chains due to the load of the steel rod resistance should not exceed about 1 mm to assure the safety of the gate.

For correct testing, it was essential that the operator stop raising of the gate immediately upon the breaking of the steel rod. A load cell was attached in series with the steel rod to measure the tension load.

**TAINETER GATE “T”**

**Results with Steel Rod Breaking Excitation**

The field vibration test with the steel rod breaking excitation was undertaken on a 24-ton Tainter gate, as reported by Ishii, et al., (2009a). The upstream water level at the tested condition was close to maximum design level.
The measured acceleration responses at the skinplate center position, triggered by the sudden failure of the steel rod are shown in Figures 6(a) to 6(d). Figure 6(a) shows the real time waveforms of the acceleration response in the vertical direction (tangential direction) at the skinplate bottom center, triggered by the sudden failure of an 8 mm diameter steel rod. The exponentially decaying vibration is evident. Figure 6(b), 6(c), and 6(d) represent the frequency power spectrum of the vertical direction at the skinplate bottom center, triggered by the sudden failure of a 3 mm diameter, a 6 mm diameter, and an 8 mm diameter steel rod, respectively. There are the sharp peaks at 5.5 Hz and at 6.5 Hz, both of which are quite significant when considering movement-induced self-excitation.

The natural vibration mode shapes were analyzed using spatial distributions of the amplitude and phase-lag of the damped vibratory response to the impulsive input provided by the breaking of the steel rod. The amplitude and phase difference data were used to create mode animations of the in-water natural vibrations simulated with a simple BASIC program. Simulated mode shapes are shown in Figure 7.

Figure 7(a) shows the vibration mode of the skinplate streamwise parallel vibration with the frequency of 5.5 Hz. Based on the amplitude and phase modal analysis, the whole skinplate performs a streamwise “parallel vibration” in the press-shut direction (when the skinplate moves in the downstream direction, the whole gate also moves downward). The damping ratio estimated from the power spectra using the half-power method takes a comparatively large value between 0.016 and 0.030. Figure 7(b) and Figure 7(c) show two vibration modes with a frequency of 6.5 Hz. The skinplate undergoes streamwise rotational vibration in Figure 7(b), while vibrating in the tangential direction at the same time, suggesting a streamwise rotational vibration coupled with a vertical vibration. The streamwise rotation center height is about 2.0 m from the bottom of the skinplate. The damping ratios take on small values between 0.011 and 0.015.

It should be noted here that these small damping ratios are due to the internal damping for small amplitude vibrations and do not include any Coulomb damping that would accompany large amplitude vibration.

Comparison of Steel Rod Breaking Excitation with Ambient Excitation

In the past, attempts have been made to measure in-water vibration characteristics by examining the gate’s response to the ambient excitation provided by water discharging through a fixed gate opening. Ambient excitation tests were conducted on gate “T” to assess its suitability in identifying the gate’s natural vibration characteristics.
The dynamic stability diagram, calculated from the simultaneous numerical solution to Equations (1) and (2), is shown in Figure 8(a) for the coupling of the skinplate parallel vibration mode $M_{X1}$ and the whole gate vibration mode $M_Z$. The ordinate in the stability diagram is the damping required for complete dynamic stability, and is called the critical damping ratio $\zeta_{cr}$ for dynamic stability. The abscissa is the ratio of in-water natural vibration frequency of the parallel mode to the in-air frequency of the rigid body gate vibration, denoted by $\gamma_{nw}$. Note the region of very intense dynamic instability that appears when the frequency ratio is just slightly smaller than 1.0.

At the measured values of $\Omega_{nw} = 5.5$ Hz and $\Omega_{ad} = 6.5$ Hz, the frequency ratio $\gamma_{nw}$ is 0.846. In addition, the in-air damping ratio was estimated to be $\zeta_{ax} = 0.030$ for the skinplate streamwise parallel vibration. The point defined by these two values is plotted as the filled circle in Figure 8(a). The location of the data point just above the stability curve indicates that the strength of the coupling of the parallel vibration mode with the whole gate rotation mode is insufficient to drive the coupled-mode instability and the gate narrowly escapes instability.

Similar calculations made for the coupling of Modes $M_{X2}$ and $M_Z$ produced the dynamic stability diagram shown in Figure 8(b). The overall level of dynamic instability is far smaller than that of Figure 8(a). The measured frequencies of $\Omega_{nw} = 6.5$ Hz and $\Omega_{ad} = 6.5$ Hz, result in a frequency ratio $\gamma_{nw}$ of exactly 1.0. The in-air damping ratio is estimated to be 0.012 for the skinplate streamwise rotational vibration. This data pair is again plotted as the filled circle on the stability diagram in Figure 8(b). The overall level of dynamic instability is slightly larger than that of Figure 8(a). The point defined by these two values is plotted as the filled circle on the stability diagram in Figure 8(b). The location of the data point, just above the stability curve, again indicates a narrow escape from the unstable region.

Based on this analysis, one may conclude that the Tainter gate “T” barely maintained its dynamic stability for the coupling of Mode $M_{X1}$ with $M_Z$, and Mode $M_{X2}$ with $M_Z$ at the tested condition.

**Tainter Gate “P”**

**Results with Steel Rod Breaking Excitation**

Field vibration tests were undertaken on the 77-ton Tainter gate “P” using steel rod breaking excitation, as reported by Ishii, et al. (2009b). The upstream water level at the tested condition was close to maximum design level.

Figures 9(a) to 9(c) show the acceleration responses at the skinplate, triggered by the sudden failure of a 10-mm diameter steel rod. Figure 9(a) shows the real time waveforms. The damped waveform initiated by the steel rod breaking excitation is evident. The second impact at about 1 sec occurred because the L-bracket fastened to the gate with a pair of C-clamps came loose and fell onto the horizontal girder.

Figure 9(b) and 9(c) show the acceleration power spectrum. There are the sharp peaks at 4.6 Hz and 6.3 Hz in radial direction of Figure 9(b) and 8.3 Hz in vertical
direction of Figure 9(c), all of which are significant when considering movement-induced self-excitation.

Simulated mode shapes of the skinplate streamwise vibration with the frequency of 4.6 Hz and 6.3 Hz are shown in Figure 10. Figure 10(a) shows the 4.6 Hz vibration, in which the whole skinplate performs a streamwise “parallel vibration” in the press-open direction (when the skinplate moves in the downstream direction, the whole gate moves upward). Figure 10(b) shows the 6.3 Hz vibration, in which the skinplate performs the streamwise rotational vibration with the rotation center height of about 2.03 m from the bottom of the skinplate.

A simulated mode shape for the 8.3 Hz vibration is shown in Figure 10(c). The whole gate performs the rotational vibration around the trunnion pin.

The identified damping ratios for the skinplate streamwise parallel vibration (4.6 Hz) and streamwise rotational vibration (6.3 Hz) are 0.040 and 0.021, respectively, while, the damping ratio for the whole gate vibration around the trunnion pin (8.3 Hz) takes on a somewhat smaller value of 0.018. Of course, these small damping ratios do not including any Coulomb damping.

Comparison of Steel Rod Breaking Excitation with Ambient Excitation

Ambient excitation tests were also conducted on gate “P.” The frequency power spectra, shown in Figures 9(d) and 9(e) were measured at a gate opening of $B = 76$ mm. Figure 9(d) shows the radial response spectrum and Figure 9(e) that for the tangential response. Many high frequency components from about 20 Hz to 50 Hz are found in the ambient response spectra, but these are well
Dynamic Stability Analysis

The Tainter gate "P" can potentially undergo two different coupled-mode vibrations, which are:

1. Coupling of the skinplate streamwise parallel vibration \( M_{x1} \) (\( \Omega_{x1} = 4.6 \text{ Hz} \)) with the whole gate rigid-body rotational vibration around the trunnion pin \( M_{z1} \) (\( \Omega_{z1} = 8.3 \text{ Hz} \)).

2. Coupling of the skinplate streamwise rotational vibration \( M_{z2} \) (\( \Omega_{z2} = 6.3 \text{ Hz} \)) with the whole gate rigid-body rotational vibration around the trunnion pin \( M_{z2} \) (\( \Omega_{z2} = 8.3 \text{ Hz} \)).

The dynamic stability diagrams for Tainter gate "P" are shown in Figure 11. Figure 11(a) shows the stability criterion for the coupling of mode \( M_{x1} \) with mode \( M_{z1} \), and Figure 11(b) shows that for the coupling of mode \( M_{x2} \) with mode \( M_{z2} \). In both cases, the plotted data point indicates no susceptibility to coupled-mode instability. Based on this analysis, one may conclude that the Tainter gate "P" is dynamically stable at the tested condition.

MODEL EXPERIMENT OF FRICTION-MAINTAIND DYNAMIC STABILITY

As explained in the previous sections, the in-water natural vibration characteristics of the Tainter gates cannot be determined by ambient excitation. In order to discuss the essential dynamic stability and instability of the gate, it is necessary to conduct tests with impulsive excitation, such as the steel rod breaking tests.

The appearance of dynamic stability of a Tainter gate may be maintained by the damping effect due to Coulomb friction acting on the side seals and on the trunnion pin.

To consider such friction-maintained stability, model experiments were conducted.

The model experiments were conducted on a 1/21-scale 3-dimensional model of the Folsom Dam Tainter gate. Based on a previous study (Anami & Ishii, 2000; 2003), violent coupled-mode self-excited vibrations are expected when the in-water natural vibration frequency of the skinplate streamwise vibration is slightly smaller than the natural vibration frequency of the whole gate rotational vibration around the trunnion pin. Therefore, the vibration frequencies were adjusted, yielding a frequency ratio of skinplate streamwise natural vibration to whole gate natural vibration of 0.96. With this condition, a very intense dynamic instability was observed, as shown in Figure 12(a).

Under this very unstable condition, rubber seals were attached to the sides of the skinplate, to add Coulomb friction damping (that all operational gates possess) to the model gate. When the water was discharged from small gate opening in this state, no vibration occurred, as shown at times before 1 second in Figure 12(b). This trace indicates that the Coulomb friction maintained the appearance of dynamic stability, although the model gate has an essential dynamic instability. This trace is analogous to the measurement on the full-scale gate with ambient excitation.

Under same conditions with the rubber seals in place, a weak vertical displacement trigger was introduced to the model gate. The clearly damped waveforms were measured and a sharp peak at the natural vibration frequency was obtained, as shown after 1 second in Figure 12(b). This is analogous to the measurement state for the steel rod breaking excitation in the full-scale gate.

When the amplitude of the displacement trigger exceeding the threshold value for the Coulomb friction, a violent self-excited vibration is induced in the essentially dynamic unstable gate, as shown in Figure 12(c).

CONCLUSIONS

The field vibration tests on operational Tainter gates using steel rod breaking excitation were conducted to identify the in-water dynamic characteristics of the gate.
Furthermore, a previously established theoretical analysis was applied to the gate, and the dynamic stability and instability of a gate were examined.

Through use of steel rod breaking excitation, it was possible to show that the gates considered here maintained the appearance of dynamic stability due to Coulomb friction. In addition, it was clearly shown that the dynamic characteristics of full-scale gates cannot be accurately identified using ambient excitation.

The authors hope is that their testing methodology can become a standard acceptance test upon the completion of construction of all new gate projects and that it can be used as a tool to identify potential instabilities in all Tainter gate installations around the world in order to assure the long-term safe operation of large-scaled Tainter gates.
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ABSTRACT

Safety relief valves (SRV) in water systems encounter chatter-type instabilities when partially open. A numerical approach is employed in this work in order to investigate the physical mechanisms behind the unstable dynamics of SRVs near their set pressures. Analysis of the pressure drop through the valve and the fluid forces acting on its disc reveals a dependency, in the harmonic regime, of the oscillation amplitudes on the inlet velocity and the vibration frequency. The inertial and dissipative contributions to the fluid force are investigated over a wide range of frequencies. The results allow to accurately describe the underlying physics which correspond to the fluid response over a wide range of operating conditions.

INTRODUCTION

In hydraulic systems such as pipe networks and vessels, safety relief valves (SRV) play the important role of pressure regulation and control. In emergency situations involving pressure build-ups, SRV’s are supposed to open rapidly in order to cause a flow discharge and a singular pressure drop, lowering the pressure down to secure levels.

In the sizing procedure of SRV’s, many design aspects are taken into consideration in order to be sure of the lifetime of the valves and their robustness in operation. Several of these aspects are related to the steady-state properties of the valve, i.e. its set pressure, flow capacity, and discharge coefficient. These properties depend mainly on the geometry of the valve and properties of its release spring [1]. In order for SRV’s to open instantly, they are designed in such a way that once the set pressure is attained and the valve is slightly open, the force balance on the valve disc, between the hydraulic force on one side and the force from the release spring on the other, is unstable until the valve is completely open. Intermediate equilibrium positions of the disc between fully-closed and fully-open positions are designed to be statically unstable [2]. This instability is not only desirable but can be even thought as indispensable for the good functioning of the SRV.

Instability of a different nature, unfortunately undesirable, may occur during the operation of SRV’s. It is the dynamic instability, also known as the “chatter” effect [3, 4]. The basic idea is that for a given set of inlet conditions of flow and pressure, the valve lift undergoes spontaneous self-sustained oscillations at large amplitudes. In order to prevent the occurrence of dynamic instability, empirical rules are still used in the design while the underlying physics are still not completely understood [1, 5, 6]. The most wide-spread explanation of “chatter” is based on the acoustic resonance of the pipe, upstream of the valve, causing synchronized vortex shedding in the main branch [7]. Recent experiments on SRV’s showed that they are prone to acoustically-induced instability [2]. In the presence of reverberating acoustic boundary conditions, negative pressure drops could be measured for a range of frequencies. The acoustic instability feeds on the pressure build-up resulting in an amplification of the disc oscillations [8, 9].

This work aims to improve the understanding of how the valve disc vibrations and the generated fluid forces synchronize causing the chatter instability. A numerical approach based on a finite volume solver in CFD is used with the implementation of mesh deformation to simulate the disc motion [10, 11].

The paper is organized as follows. In the first section, the geometrical model for the SRV is described. In the second section, the static properties of the SRV are explored with steady-state simulations. The results for the more complex dynamic behavior of the SRV are then presented and a comprehensive discussion on the underlying physics is given in section 3. Finally, the paper is concluded in section 4.

MODEL DESCRIPTION

In order to reveal the relationships between the fluid forces acting on the valve disc on one hand and the complex boundary conditions near the dynamic instability on the other, a simplified axisymmetric model of a SRV was chosen as presented in Fig. 1.
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Geometrical complications in common SRV designs that were judged irrelevant for the purpose of this study were omitted. The system consists of a disc which partially blocks an inlet water flow through a pipe. The pipe is of a radius $R = 7.5\text{mm}$ and a thickness of $5\text{mm}$, invariant properties for this study.

In steady flow conditions, the valve lift $X_0$ and the inlet velocity $U$ are both constant. Since the discharge flow through the valve $(\pi R^2 U)$ is given, the system’s response is by developing a pressure differential between the lower and upper-streams of the valve. This pressure difference represents the pressure drop through the valve for the chosen inlet velocity $U$:

$$\Delta P = P_{\text{in}} - P_{\text{out}} = K \left( \frac{\rho U^2}{2} \right)$$

(1)

$K$ is a characteristic pressure drop coefficient which depends on the lift $X_0$. In the calculations, the exit pressure $P_{\text{out}}$ is set to zero in relative units. Measured at the inlet, $P_{\text{in}}$ is thus representative of the total pressure drop $\Delta P$ through the SRV. The total hydraulic force $F_h$ acting on the valve disc is also calculated. This force, in steady-state conditions, can be expressed as the product of the inlet pressure $P_{\text{in}}$ and a certain hydraulic surface $S_h$:

$$F_h = P_{\text{in}} S_h$$

(2)

The simulations were conducted using the multi-purpose finite volume computational fluid dynamics software Code_Saturne [10]. For the simulations presented in this study, a Reynolds-Averaged Navier-Stokes turbulence model (K-omega) was employed. For the dynamic analysis involving forced oscillations of the valve disc, the Arbitrary Lagrangian-Eulerian (ALE) method for mesh deformation was used. More details about this method can be found in Ref. [11]. No cavitation is considered in the framework of this study.

**STEADY-STATE CHARACTERISATION**

The SRV model is first characterized in terms of its static properties: pressure drop, hydraulic force and hydraulic surface. These properties are calculated for a range of disc lifts and two inlet velocities corresponding to $Re = 10^3$ and $Re = 10^4$.

**FIGURE 2: PRESSURE DROP COEFFICIENT AS A FUNCTION OF THE VALVE OPENING (LIFT) FOR TWO INLET REYNOLDS NUMBERS.**

Figure 2 presents the results of the pressure drop coefficient $K$ as a function of the lift position $X_0$ for two inlet velocities. For both values of the inlet Reynolds number, the pressure drop coefficient for a given opening was found to be constant. This implicates that the pressure drop characteristics are uniquely dependent on the geometry of the valve during operation, i.e. its opening in this case. As the valve opens, a lower singular pressure drop is measured as $K$ is shown to decrease with the lift (Fig. 2).

A similar effect occurring when the valve opens is shown in Fig. 3, regarding the reduced hydraulic force $(F_h/\pi \rho R^2 U^2)$ and pressure drop $(\Delta P/\rho U^2)$. The fluid force acting on the valve disc weakens as the disc moves upwards, i.e. near a fully-open configuration.
On the other hand, the reduced hydraulic surface, calculated according to Eqn. (2) is given in Fig. 4 for two inlet Reynolds numbers. For small openings of the valve, the value is close to unity. The hydraulic surface is thus close to the inner surface of the upstream pipe. As the valve opens, the hydraulic surface increases due to the divergence of the flow beyond the pipe neck. The surface of impact by the fluid on the valve disk thus increases as the latter moves up. The effect of the inlet speed is noticeable in the case of large openings. The impact surface is larger the case of smaller Reynolds number due to the dispersion of the jet over the disc for small impact velocities. Recent experiments dealing with the static characterization of safety relief valves have shown a very similar effect [2].

The most important result to be concluded from the steady state characterization of the SRV model is that both the pressure drop and the hydraulic force present negative slopes with respect to the lift in steady-state conditions. Physically, this means that starting from a given lift \(X_0\), if the disc moves slightly upwards (see Fig. 1), the pressure drop and the fluid force on the disc decrease. This important observation and the results in Figs. 2-4 will be used as elements of discussion for the dynamic calculations of the following section.

**Dynamic response of the safety relief valve**

In order to understand how the SRV behaves in dynamic conditions, a set of simulations were conducted in the unsteady-flow regime providing a large spectrum of responses in force and pressure for frequencies in the range of 20 to 200Hz. Moreover, different operation points were tested which correspond to lift positions \(X_0 = 2, 3.5, 5,\) and 6.67mm (see Fig. 1).

In the harmonic regime, the hydraulic force and the pressure drop can be linearized with respect to the lift and the inlet velocity. Inducing a small amplitude of vibration \(x\) of the valve disc about an equilibrium position \(X_0\), the change in the hydraulic force with respect to its steady-state value is reported. This value is referred to as the unsteady hydraulic force, denoted by \(f_h\). Similarly, the change in the pressure drop through the valve is referred to as the unsteady pressure drop and denoted by \(\delta P\). In non-dimensional terms, it can be written that:

\[
\frac{f_h}{\rho R^2 U^2} = \alpha \frac{u}{U} + \beta \frac{x}{X_0} \tag{3}
\]

\[
\frac{\delta P}{\rho U^2} = \gamma \frac{u}{U} + \delta \frac{x}{X_0} \tag{4}
\]

The complex coefficients \((\alpha, \beta, \gamma,\) and \(\delta)\) in Eqns. (3) and (4) are calculated for a wide range of frequencies. The knowledge of these coefficients allows gaining insight on the coupled physics that could be behind the instable dynamic behavior observed in experiments. In order to characterize the four coefficients, two sets of unsteady-flow simulations were conducted. In the first set, the inlet velocity was fixed to a \(Re = 10^4\) and the disc was set to a sinusoidal motion around an equilibrium position \(X_0\) once a steady flow was established. In the second set of simulations, the position of the disc was held fixed while sinusoidal variations in the inlet velocity were imposed. The frequency of the oscillations was varied in order to characterize the coefficients over a wide spectrum.

**Dynamic response to oscillations in the disc position**

The results for the first set of simulations (i.e. for oscillating disc) are presented in Figs. 5-10. Note that the results are expressed in terms of a reduced frequency \(f_{\text{red}}\) in order to compare between the different geometrical configurations (different \(X_0\)'s). This reduced frequency is calculated as follows:
In this equation, \( T \) is the pipe thickness, and \( U_{out} \) is the exit velocity calculated as:

\[
U_{\text{out}} = \left( \frac{R^2}{2X_0(R+T)} \right) U
\]  

The real parts of \( \beta \) and \( \delta \) are given in Figs. 5 and 6. Physically, they represent the in-phase proportionality, with respect to the lift, of the hydraulic force and the pressure drop respectively (see Eqns. (3) and (4)). For instance, a positive value of \( \text{real}(\beta) \) means that if the disc is moved upwards by a small displacement \( dx \), the hydraulic force, proportional to the lift, increases by a value of \( \text{real}(\beta)dx \). A similar analogy for the pressure drop is valid with \( \delta \). The results show that although \( \beta \) and \( \delta \) increase with the frequency, they actually change sign at a certain frequency.

For low frequencies, the real parts of \( \beta \) and \( \delta \) are both negative. This means that a slight increase in the lift results in a decrease in the hydraulic force and the pressure drop, a result perfectly coherent with the steady-state responses presented in Fig. 3 which show a drop in the hydraulic force and pressure with the lift. Moreover, the observed negative slope in Fig. 3 tends to zero for large openings of the valve. This is equally observed in the low-frequency dynamic response.

As the frequency of the oscillations increases, the pseudo-static behavior of low frequencies starts to vanish. The in-phase coefficients of \( \beta \) and \( \delta \) increase proportionally to the square of the frequency. A new physics thus enters in play at high frequencies; it is that of the added mass effect of the fluid. This explains why the fluid force is proportional to the disc acceleration.

A reduced added mass was calculated as the ratio between the real part of \( \beta \) and the square of the reduced frequency. The results shown in Fig. 7 illustrate that the added mass effect of the fluid is amplified in confined configurations although the onset of the inertial effect is shifted to higher frequencies as shown in Fig. 5.

For a given dimensional frequency of oscillations, the added mass effect of the fluid is more dominant in the case of reduced flow speeds.

Figure 8 presents the results for the real part of \( \beta \), obtained for the same equilibrium opening \( X_0 = 6.67 \text{mm} \) but with two different values for the inlet flow velocity, corresponding to \( \text{Re} = 10^3 \) and \( \text{Re} = 10^4 \). One can observe that the inlet speed does not influence the physics of the flow and the nature of the dynamic response of the SRV. The results given for two inlet speeds seem to superpose on a single master curve corresponding to the average lift position \( X_0 \) considered. For a given dimensional frequency of oscillations, the inertial effect of added mass is more dominant in the case of reduced flow speeds.
As for the imaginary parts of $\beta$ and $\delta$, they are given as functions of the reduced frequency in Figs. 9 and 10. In the harmonic regime, the imaginary parts of these coefficients represent the $(\pi/2)$ out-of-phase proportionality between the force and pressure on one hand and the disc position. In other words, this represents the dissipative effects proportional to $\dot{x}$, the oscillation velocity of the valve disc. Similar to the analysis done with the real parts of these coefficients, the results in Figs. 9 and 10 allow to distinguish between two zones of dissipative responses.

At low frequencies, dissipation is of a viscous nature which manifests itself with the linear dependence of the imaginary parts of $\beta$ and $\delta$ on frequency. For each value of the average lift position, dissipation can be characterized with the slope of the curve in the linear zone.

The results in Fig. 10 show that the dissipation is amplified when the valve is nearly closed, i.e. for low values of $X_0$. This phenomenon can be explained as being due to the more severe shearing of the fluid in the confined geometry.

A very interesting observation is that the dissipation coefficient, multiplied by the valve lift is almost constant for three of the considered valve openings. Since the lift is equal to the height of the exit channel where the fluid is principally sheared, the product of these two quantities should be constant for a given velocity. At the smallest opening other effects, than the simple geometry, seem to play a role in amplifying the fluid shear. A possible physical interpretation could be the more developed negative pressure, observed in the confinement zone for small valve openings, which plays a role in relatively producing a thinner fluid jet through the exit channel.

In the high-frequency regime, complex non-linear effects seem to take place in the system. These effects however remain orders of magnitude inferior to the inertial effects which increase with the square of the frequency.

**TABLE 1: DISSIPATION COEFFICIENT AS A FUNCTION OF THE LIFT**

<table>
<thead>
<tr>
<th>$X_0$ (mm)</th>
<th>$C_d$</th>
<th>$X_0 \cdot C_d$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.00</td>
<td>-0.37</td>
<td>-0.74</td>
</tr>
<tr>
<td>3.50</td>
<td>-0.15</td>
<td>-0.53</td>
</tr>
<tr>
<td>5.00</td>
<td>-0.09</td>
<td>-0.45</td>
</tr>
<tr>
<td>6.67</td>
<td>-0.07</td>
<td>-0.48</td>
</tr>
</tbody>
</table>

Since the fluid considered is Newtonian, the viscous stresses are proportional to the shear rate. The fluid is sheared the highest in the case of 2mm opening. The results shown in Figs. 9 and 10 show that the highest “negative-slope” is encountered with this opening.
Dynamic response to oscillations in the inlet flow velocity

In the second set of simulations, the inlet velocity is allowed to vary and the non-dimensional coefficients $\alpha$ and $\gamma$ were calculated according to Eqns. (3) and (4). A similar analysis of the real and imaginary parts of these coefficients is hereby undertaken. Some care must be taken when evaluating the unsteady pressure difference across the valve, because the upstream pipe contributes to it by a significant amount. In order to provide results which describe the role of the ‘bare’ valve, the pressure difference due to a portion of straight pipe of length $H$ submitted to an accelerating fluid flow is subtracted from the total pressure difference, i.e.,

$$\delta P' = \delta P - \rho H \frac{dU}{dt}$$

(8)

where $H$ represents the height of the inlet pipe (see Fig. 1).

Figures 11 and 12 present the results for the real parts of $\alpha$ and $\gamma$ as a function of the reduced frequency, defined as in Eqn. (5). A positive value of $\text{real}(\alpha)$ signifies that for a small increase in the inlet velocity, an increase in the hydraulic force in phase with the velocity is obtained. Similarly, a positive value of $\text{real}(\gamma)$ indicates that an increase in the flow velocity results in a pressure build up in the upstream of the valve. In steady flow simulations, the results obtained for different flow velocities (Re) illustrate that the pressure and the fluid force are both proportional to the square of the inlet velocity (Figs. 2 and 4). As a result, a pseudo-static response of the system would be characterized by positive real parts of the non-dimensional coefficients $\alpha$ and $\gamma$.

It is clear in Figs. 11 and 12 that for values of the reduced frequency below 0.6, the static response remains valid for both the hydraulic force and the pressure drop. A more complex dynamic response is observed for high frequencies and is characterized by the decay of both $\text{real}(\gamma)$ and $\text{real}(\alpha)$ with the frequency. It seems that for elevated frequencies, a physics of a different nature enters into play, one that produces fluid forces that are no longer dependent on the flow velocity but on the acceleration. This will be shown in the following results regarding the imaginary parts of the proportionality coefficients.

In Fig. 13, the imaginary part of $\gamma$ is given as a function of the reduced frequency. This coefficient gives valuable information about the proportionality between the pressure difference across the ‘bare’ valve as in Eqn. (8) and the inlet fluid acceleration.
It can be seen that $\text{imag}(\alpha)$ is an increasing function of the frequency. This suggests that an inertial effect of added mass enters into play. This effect can be roughly characterized by the slope of the curves in Fig. 13. The inertial effect is found to be more important for confined configurations, i.e. for small valve openings. This result is coherent with the investigations of added mass shown in Fig. 7.

On the other hand, Fig. 14 gives the imaginary part of $\alpha$ given as a function of the reduced frequency. Qualitatively, the response for the hydraulic force seems to differ than that of pressure for low frequencies and in large valve openings. Several non-linear effects seem to be occurring over the range of considered frequencies and operating conditions. Further investigation is needed to identify the nature of the underlying physics for this behavior.

**FIGURE 14:** IMAGINARY PART OF THE FORCE-VELOCITY PROPORTIONALITY COEFFICIENT FOR DIFFERENT VALVE OPENINGS. (RE=$10^4$)

**CONCLUSIONS**

In this paper, a numerical approach was used to investigate the physical phenomena influencing the dynamic response of partially open safety relief valves. Several inertial and dissipative aspects were revealed by defining and analyzing 4 non-dimensional coefficients fully describing the fluid force on the valve disc and the pressure drop across the SRV.

A characteristic reduced frequency parameter was used to analyze the results with different geometrical configurations and operating conditions. It was found that a quasi-static description of the SRV remains valid up to a reduced frequency of 0.2, independent of the disc position. Dissipative effects primarily due to the fluid shear at the exit canal were also revealed in this work and appeared clearly up to the same reduced frequency of 0.2. At high frequencies, inertial effects of added mass dominate, the inertial effect being amplified in confined configurations.

The conducted simulations also showed that the fluid force and pressure difference across the valve are influenced by perturbations in the inlet flow. For a range of frequencies, an inertial effect in the fluid force was observed which can be attributed to the forced acceleration of the fluid in the flow inlet.

The results of this work, quantifying the effects of the occurring physics with simple coefficients, can easily enrich a global dynamic model of an SRV. The comprehensive model can be used not only to predict acoustically-induced instability of safety relief valves but also to explain the physical origin of their onset.
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ABSTRACT
A fluid-structure interaction (FSI) model was developed to model a duckbill valve (DBV) using shell elements with layered hyperelastic composite materials, and model the fluid as an ideal fluid (potential flow). The simulations were carried out with and without fiber layers, which were modeled as a laminated orthotropic material, to verify the effect of fabric reinforcement. An experimental study in a water tunnel was also carried out to verify the pressure-discharge characteristics, velocity profiles at the valve outlet, and valve opening profiles, predicted by the model. Additionally, flow induced valve oscillation at small openings was studied. In general, the theoretical predictions agree well with the experiment. Comparisons between the simulations and water tunnel results demonstrated that the valve performance was mainly dependent on the mechanics of the rubber bending deformation with lower pressure loadings, while the fabric extension reinforcement becomes dominant with higher pressure loadings.

NOMENCLATURE

\[ A_{in}, A_{out} \] – Section area of inlet and outlet
\[ A(z) \] – Area function
\[ C_{10}, C_{01}, C_{11} \] – Three parameters for the Mooney-Rivlin model
\[ I_1, I_2, I_3 \] – Strain invariants
\[ p \] – Arbitrary hydrostatic pressure
\[ P_{in}, P_{out} \] – Pressure at inlet and outlet
\[ P_t \] – Total pressure
\[ P_s \] – Static pressure
\[ P(z) \] – Pressure function
\[ Q \] – Mass flow rate
\[ t_i \] – Time, \( i=1,2,3,4,5,6 \)
\[ V \] – Velocity
\[ V_{in}, V_{out} \] – Velocity at inlet and outlet
\[ W \] – Strain energy potential
\[ x, y, z \] – \( x,y,z \) coordinates
\[ \Delta P \] – Pressure difference
\[ \sigma_1, \sigma_2, \sigma_3 \] – Principal stresses, \( i=1,2,3 \)
\[ \lambda_1, \lambda_2, \lambda_3 \] – Principle extension ratios

\[ \varepsilon_i \] – Engineering strains, \( i=1,2,3 \)
\[ \rho \] – Fluid density
\[ \tau \] – Period of cycle

INTRODUCTION
Duckbill valves are widely used as non-return valves for fluid flows with low back pressures. They have the shape of a conical section that narrows to an elongated slit (the duckbill, as seen in Fig.1), with the valve material usually consisting of a fabric reinforced layered rubber composite. Sufficient upstream pressure opens the valve, after which the flow is established, and the valve opening depends on the pressure drop across the valve. Thus, predicting the pressure drop-discharge characteristics is an FSI problem. There are many challenges in developing an effective and predictive model for these valves since the valve material is strongly nonlinear, undergoes very large deformations, and the fully coupled FSI modeling is demanding of computer capabilities. In addition, many of the valves employed in practice are so large that they cannot be tested in a laboratory. This makes the development of a reliable predictive model all the more important.

FIGURE 1: GEOMETRY OF DUCKBILL VALVE
However, research studies on the valves are unexpectedly lacking. Few published papers can be found. Some investigations are in the form of internal reports which are not easily found for academic purposes. Chouchaoui [1] conducted a series of tests on the valve composite materials and obtained some necessary parameters for hyperelastic rubber and orthotropically elastic fiber models. He also developed a solid model to simulate the valve deformation under static pressure loadings. However, the solid model worked in a very small pressure range (up to 1.67kPa) and the flow was not coupled. Lee et al. [2, 3, 4] published three papers using theoretical, numerical and experimental methods to investigate the characteristics of a duckbill valve. In reference [2], Lee et al. firstly developed a very simple analytical method to predict the hydraulic performance of a duckbill valve. In their theory, a duckbill valve could be considered as a smooth converging nozzle. By modeling the duckbill valve as a linear elastic rubber membrane coupled with a 1D potential flow model, the deflection and hydraulic performance of the duckbill valve under given pressure drops were calculated. However, the laminated layer structure of the valve materials with fabric reinforcement was excluded in their theory. Therefore, the nonlinearity of the rubber and orthotropic features of the fiber were not evaluated in their study. Lee et al. also conducted a computational fluid dynamics (CFD) simulation and a velocity field measurement to investigate duckbill valve jet flows [3]. The CFD simulation was a static case with k-ε model and focused on the downstream nozzle jet flows, the FSI of duckbill valve flow was not included. In reference [4], Lee et al. carried out a finite element simulation to study the relationship of large elastic deformation to flow variation of a duckbill valve. The valve was modeled by 224 20-node brick elements. The pressure load of potential flow inside the duckbill valve was applied as an inner surface boundary condition of the finite element model. The material of the duckbill valve was assumed to be a single linear material and no fabric reinforcement was modeled. They argued that the valve deformation was mainly dependent on the mechanics of the rubber deformation, and only secondarily on the fabric reinforcement and upstream connection, but this assumption had yet to be justified. In addition, the influence of fluid viscosity on the pressure and velocity fields was not compared with their prediction of 1D potential flow, even though their simulation results were reported to have a good agreement with their experimental data for hydraulic performance.

The present authors [5] developed a more realistic model of a duckbill valve. The valve was considered as a bottom-plane based laminated thick shell structure with simplified boundary conditions along the duckbill edges. The hyperelastic behavior of the rubber and orthotropy of the fiber reinforcement were included, as were the large valve deformations. The flow was modeled as 1D potential flow similar to that used in reference [4]. The bottom-plane based shell model was beneficial to determine the deformed valve shape for coupling the 1D flow since the bottom-plane was just the interface between the fluid and solid domains. However, its mesh quality became relatively poor at the connection between the saddle and duckbill portions, which limited the driving pressure range from 5kPa to 20kPa. This work also demonstrated the important effects of the fabric layer at higher pressure drops.

In this paper, the shell model is modified using middle-plane based shell elements and the valve geometry becomes relatively smooth. Hence, the mesh quality is greatly improved. The coupling algorithm of the duckbill valve is also improved to be suitable for the middle-plane based shell geometry and the transient opening process is tracked until a steady state opening is achieved. A more precise three-parameter hyperelastic material model is applied to replace the previous two-parameter one. The simulations are carried out with and without orthotropic fiber layers to further verify the effects of the fiber layer. The hydraulic performance of the duckbill valve is predicted by the idea flow model. For purposes of verification, an experimental study in a water tunnel is also carried out to verify the valve performance predicted by the FSI model. The pressure-discharge relations, velocity profiles at the valve outlet, and valve opening profiles are all measured and compared with model predictions. Finally, to study the potential for flow induced vibration phenomena in the valve at small openings, duckbill oscillation is studied using the FSI model with a thicker valve wall and various damping factors for low flow rates.

**ANALYSIS METHOD**

**Layered Shell Structure of DBV**

In this paper, three different models are built. In the first model, the composite material is divided into a more detailed sandwich structure than that in the previous model [5], consisting of three internal layers of rubber (1 layer of Styrene-Butadiene Rubber (SBR) and 2 layers of Chloroprene Rubber (CR), 3mm thick per layer), two layers of fabric reinforcement in the middle (Fiber #82 (W-82A), approximately 1mm thick each layer, layered in angles of ±45° along the valve longitudinal direction), and one external layer of rubber (Ethylene Propylene Diene Monomer rubber (EPDM), 3mm thick). Thus, the total thickness of the rubber matrix hosting the fabric reinforcement is around 14mm, the same as that of the tested valves in the water tunnel.
In the second model, the fiber layer is excluded and a 2mm CR layer is used in the model. To investigate the flow induced vibration phenomenon of the duckbill valve at small openings, a thicker valve wall is used in the third model to reduce the mesh deformation and increase the stability of the solution. The valve wall is totally 16mm thick and consists of one layer of EPDM and two layers of CR, two layers of woven fabric reinforcement which are the same as in [1, 5], and two layers of SBR. Since the ratios of valve wall thickness to duckbill width are all around 5%, it is reasonable to consider the valve geometries as a moderately thick shell structure [6].

Hyperelasticity and Orthotropic Features of the Valve Materials

Here, the three-parameter Mooney-Rivlin model is applied for the constitutive relations of rubber materials [6, 7, 8, 9]. The form of stored energy function for the Mooney-Rivlin model is given by:

\[ W = C_01(I_1 - 3) + C_{01}(I_2 - 3) + C_{11}(I_1 - 3)(I_2 - 3) \]  

where the strain invariants are defined by

\[ I_1 = \lambda_1^2 + \lambda_2^2 + \lambda_3^2 \]
\[ I_2 = \lambda_1^2 \lambda_2^2 + \lambda_2^2 \lambda_3^2 + \lambda_3^2 \lambda_1^2 \]
\[ I_3 = \lambda_1^2 \lambda_2^2 \lambda_3^2 = 1 \]

The principal extension ratios are defined as \( \lambda_i = 1 + \varepsilon_i \) (i=1, 2, 3), \( \varepsilon_i \) is the principal value of the engineering strain tensor in the \( i \)th direction. \( I_i=1 \) is required by the incompressibility of rubber.

The material tests of rubber (EPDM, CR, and SBR) and fiber sheets (W-82A), as well as three point bending tests of the composite matrix, were conducted by Axel Products, Inc., USA while the rubber material curve fitting was processed at McMaster University. Table 1 lists the coefficients of the 3-p Mooney-Rivlin models for SBR, CR and EPDM.

**TABLE 1: COEFFICIENTS FOR 3-P MOONEY RIVLIN MODEL**

<table>
<thead>
<tr>
<th></th>
<th>C10</th>
<th>C01</th>
<th>C11</th>
</tr>
</thead>
<tbody>
<tr>
<td>SBR</td>
<td>-6.55MPa</td>
<td>7.92MPa</td>
<td>2.82MPa</td>
</tr>
<tr>
<td>CR</td>
<td>-1.50MPa</td>
<td>2.11MPa</td>
<td>0.66MPa</td>
</tr>
<tr>
<td>EPDM</td>
<td>-2.91MPa</td>
<td>3.66MPa</td>
<td>1.47MPa</td>
</tr>
</tbody>
</table>

The stress-strain relations are given by [6, 7, 9]

\[ \sigma_i = \lambda_i \left( \frac{\partial W}{\partial I_i} \frac{\partial I_i}{\partial \lambda_i} + \frac{\partial W}{\partial I_2} \frac{\partial I_2}{\partial \lambda_i} \right) - p \]  

where \( \sigma_i \) are the principal stresses, \( i=1,2,3 \), and \( p \) is an arbitrary hydrostatic pressure.

The orthotropic properties of unidirectional fabric reinforced resins matrix, W-82A, were evaluated using the Halpin-Tsai equations based on the warp and weft extension tests. The results are listed in Table 2.

**TABLE 2: ORTHOTROPIC PROPERTIES OF FIBER SHEET W-82A**

<table>
<thead>
<tr>
<th></th>
<th>Ex</th>
<th>Gyz</th>
<th>Gxz</th>
<th>Gyz</th>
<th>Eyz</th>
</tr>
</thead>
<tbody>
<tr>
<td>SBR</td>
<td>1555MPa</td>
<td>2.94MPa</td>
<td>2.94MPa</td>
<td>0.27</td>
<td></td>
</tr>
<tr>
<td>CR</td>
<td>7.94MPa</td>
<td>2.94MPa</td>
<td>5.57MPa</td>
<td>0.28</td>
<td></td>
</tr>
<tr>
<td>EPDM</td>
<td>7.94MPa</td>
<td>5.57MPa</td>
<td>0.28</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

where \( E_x, E_y, E_z \) are Young’s modulus’s in \( x, y, z \) directions, \( G_{yz}, G_{xz}, G_{yz} \) are the shear modulus in each plane, and \( \nu_{xy}, \nu_{yz}, \nu_{xz} \) are the Poisson ratio in each direction. The stress and strain linear relations are determined by using Hooke’s law.

Flow Model and Fluid Structure Coupling

Figure 2 shows a schematic diagram of the coupled model. Since the valve area is rapidly but smoothly decreasing through the valve tunnel, the flow can be approximated using Bernoulli’s equation [10]. A detailed description of the 1D flow model can be found in reference [5]. Generally, the local pressure, \( P(z) \), along the valve deflects the valve surface as determined by the valve material properties. This deflection establishes the flow area, \( A(z) \), and by mass continuity, the velocity variation through the valve. This velocity determines the pressure which, in turn, controls the valve deflection. Thus, the problem of determining the mass flux through a DBV for a given pressure drop requires a coupled fluid-structure analysis. In the present calculations, an upstream pressure with a small initial opening (say, 0.1mm) is imposed on the valve, the valve deflection is computed, the exit area and flow velocity are determined assuming zero pressure at the outlet and, using mass continuity, the inlet flow velocity is calculated. This velocity and the imposed inlet pressure are used to repeat the calculations iteratively until a steady state is achieved, i.e., for the imposed inlet pressure, when the computed mass flow rate agrees with that assumed for the calculation from the last iteration step.

**FIGURE 2: SCHEMATIC DIAGRAM OF COUPLED IDEAL FLOW MODEL**

In some instances, a stable equilibrium could not be found if valve vibration occurred. In such cases,
structure damping becomes significant in the simulation. By adjusting the damping, the dynamic response of the valve to the flow can be observed for small flow rates, i.e., unsteady duckbill fluttering, and stable limit cycle valve vibrations.

**Laminate Shell Elements and Boundary Conditions**

ANSYS shell elements can be used to model layered composite materials [11][12]. The element used was a 4-node shell element with six degrees of freedom at each node. The accuracy in modeling rubber-fiber materials is governed by the Mindlin-Reissner shell theory [6]. The layers of shell are defined by the layer thickness, material number, and layer position. The computed result for each layer is recorded during the simulation. Symmetries about the x-z plane and y-z plane are assumed so that only one quarter of the valve about the planes of symmetry is modeled. Figure 3 shows the quadrilateral grids and boundary conditions for the DBV shell model. In the previous model, some quadrilateral grids degenerated to triangular grids due to the curvature of the valve surface, which resulted in poor shapes at large valve deformations. In the present model, all quadrilateral grids are well generated as seen in the figure. There are a total of 1152 layered hyperelastic shell elements and 1225 nodes.

\[
\begin{align*}
\text{FIGURE 3: FINITE ELEMENT MESH AND BOUNDARY CONDITIONS OF SHELL MODEL}
\end{align*}
\]

In the previous model, strictly speaking, some rotation in the y-z plane can occur along the side of the duckbill portion, i.e. \( \frac{\partial y}{\partial z} \neq 0 \). This rotation will be a function of valve opening and the largest near the valve outlet. The shell elements cannot model this behaviour along the valve sides. The error associated with this simplification is expected to be small since only the first row of elements along the sides are fixed.

In the present model, the rotation of the side edge around the z-axis is still fixed. However, there exists a small arch structure along the side edge of the duckbill portion due to the middle-plane based geometry, which extends the duckbill in the transverse direction and avoids the fixed rotation applied directly on the bottom based side edge. Generally, this arch structure is expected to reduce the above error to a considerable degree.

The ANSYS Parametric Design Language (APDL) code was rewritten for the FSI model. Since the mesh quality was improved in the present model, more stably convergent solutions could be obtained within a wide range of driving pressure drops (from 1kPa to 80kPa).

**Water Tunnel Experiment**

Figure 4 schematically illustrates the water tunnel and data acquisition system [13]. Water was driven by a pump and flows in a closed pipe loop. A flow straightener/conditioner was used to make the upstream velocity profile uniform and reduce turbulence intensity. The overall flow rate was adjusted by a motor control box and measured by a volume flow meter. Two different but apparently identical valves were used in the water tunnel experiments.

Seven sets of pressure taps (each set with 4 taps equally spaced around the test section pipe) were used to measure the static pressure drops between the set 1 and set 2 to 7, as indicated in Fig. 4. A ball valve system was used to switch on/off between the taps for the measurement of pressure drop \( \Delta P \) using a differential pressure transducer.

Two Pitot probes were set close to the inlet and outlet of the duckbill valve and could be moved up and down to measure the velocity profiles at the valve inlet and outlet. The inlet velocity was measured using a U-tube manometer due to the lower pressure drop, while the outlet velocity is measured using the differential pressure transducer. The velocity measured by the Pitot probes is defined by:

\[
V = \sqrt{\frac{2}{\rho} (P_t - P_i)}
\]

where \( V \) is velocity, \( \rho \) is fluid density, \( P_t \) is total pressure and \( P_i \) is static pressure.

The output signals from the transducer were amplified by a Validyne CD101 conditioner and transferred to a NI PCI-6024E A/D card, which was plugged in an HP desktop computer. The commercial code, Labview was applied to analyze the digital signals.

Since the deformation of the duckbill valve was essential to evaluate the outlet area-discharge relation, it was measured using five angled ruler scales with sliding probes installed near the valve outlet to determine the valve deformation shape as shown in Fig. 4.
RESULTS AND DISCUSSION

Hydraulic Characteristics of DBV

For convenience of comparing the simulations with the experiments, the driving pressure drops of the valve models (with and without fiber layers) were the same as those measured from the water tunnel. Figure 5 shows the relationships between the pressure drops and the mass flow rates for the duckbill valve, including both the theoretical predictions and experimental results. The relationship may be considered roughly linear within a wide pressure range. However, it is seen that a relatively large pressure increase is required to produce a relatively small mass flow rate during the initial opening process (i.e. cases from 0kPa to 6kPa). Recall that this head-discharge characteristic contrasts sharply with rigid valves which typically have a pressure drop which increases with the square of the flow rate.

Interestingly, it is seen that the water tunnel results match well with both the valve models with or without fiber layers at smaller flow rates, but approach the valve model with fiber layers at higher flow rates. This indicates that the valve performance is primarily dependent on the mechanics of the rubber bending deformation under lower pressure loadings, while the fabric extension reinforcement becomes dominant under higher pressure loadings.

This makes sense because the relatively stiffer fiber layer is located near the neutral axis of bending and therefore, will have little influence on bending stiffness but dominates in-plane stretching. It follows that neglect of the fiber layer in modelling valve deformation due to significant pressure drops could lead to serious errors, contrary to the assumption of Lee, et al [4].

Figure 6 shows the velocity-head relations. It is seen that the 1D predictions agree excellently with the experiment. Static viscous flow models based on the deformed valve shapes predicted by the coupled model were also shown to match well with the 1D predictions indicating the fluid viscosity effect was small in the valve flow.
Valve Deformations

Figure 7 shows the valve opening areas predicted by the coupled model with fiber layers under the increasing pressure drops of 10kPa, 18kPa, and 29kPa. The two measured valve opening deformations are also shown in this figure. Generally, the simulations under predicted the duckbill openings.

Flow Induced Vibration of DBV

As mentioned above, a valve model with a thicker fiber layer and valve wall was developed to investigate the flow induced valve oscillation at small openings under various damping ratios. The computations were performed for a range of pressures drops ($\Delta P=1 \sim 80$ kPa), which corresponds to a flow range of $Q=0.3 \sim 145$ kg/s.

A flow induced vibration often occurs in certain valves at small openings. Weaver and Ziada [14] summarized three mechanisms causing such phenomena, i.e. jet flow inertia, turbulence and acoustic resonance. In the present case, the vibrations are associated with a high velocity jet through the narrow opening of the valve. The results for the transient opening process are shown in Fig. 8 for various suddenly imposed upstream pressures ranging from 10kPa to 80kPa. It is seen that the valve opens quickly, overshoots, and goes through decaying oscillations before the flow asymptotes to the steady flow condition for the assumed upstream pressure. A small damping ratio with a magnitude of 0.002 is applied for each case to accelerate the convergence of iteration. All five cases are convergent within the solution time of 0.5s.

Figure 9 shows the predicted valve behavior for the lower pressure drops of 1kPa and 5kPa with three different damping ratios. For the 5kPa case, the valve maintains a steady vibration amplitude after a brief transient. As the damping increases, both the amplitude
and frequency of oscillation decreases. For the 1kPa case, the predicted behaviour is the same as for the 5kPa case when the damping ratio is 0.02. However, for smaller damping, the solution appears unsteady (damping ratio 0.01) or unstable (damping ratio 0.008). The flat portion of the response curves near zero opening indicates that the duckbill is actually flapping shut briefly during its oscillation cycle which leads to numerical stability issues in the simulations. Certainly this is the case for the smallest damping ratios as the predicted divergence of the valve is not physically possible.

**FIGURE 10: CENTERLINE NODE Y-DISPLACEMENTS OF THE VALVE MODEL AT VARIOUS TIMES IN AN OSCILLATION CYCLE**

Figure 10 shows the node y-displacements of the pathline at the central symmetric y-z plane of the valve model for the 5kPa case. There are six sets of node displacement curves corresponding to six different times, illustrating that the vibration occurs mainly in the duckbill portion. The latter is seen to have its largest amplitude at the valve exit with a streamwise motion like a travelling wave. This behavior seems reasonable physically but experimental verification is required to ensure that the observations are not due to numerical instability.

**CONCLUSIONS**

Duckbill valves are non-return valves made of a composite material which deforms to open the valve as the upstream pressure increases. The head-discharge behavior is a fluid-structure interaction problem since the discharge depends on the valve opening which depends on the pressure distribution along the valve produced by the discharge. To design a duckbill valve, a theoretical model is required which will predict the head-discharge characteristics as a function of valve material and geometry.

The particular valves of concern in this study can be very large and are made from laminated, fiber-reinforced rubber. Thus, the structural problem has strong material nonlinearities as well as geometric nonlinearities due to the large deflections. Clearly, a fully coupled FSI analysis using three dimensional viscous flow would be very challenging and therefore, a simplified approach was sought which treats the essential aspects of the problem in a tractable way.

The DBV was modeled using thick shell finite elements which included the laminates of hyperelastic rubber and orthotropic fiber reinforcement. The FEM was simplified by assuming that the side edges of the valve were clamped. The unsteady Bernoulli equation was used to model the fluid dynamics which enabled a full FSI analysis.

In order to validate the predictions of the FSI simulations, an experimental study was carried out at several mass flow rates. Pressure drops along the water tunnel, valve inlet and outlet velocity profiles, and valve opening deformations were all measured as functions of upstream pressure.

FIV of the valve at small openings was also examined to improve our understanding of valve stability behavior. Some interesting phenomena were observed. The following general conclusions are drawn:

1) In spite of its relative simplicity, the 1D unsteady Bernoulli approximation appears adequate for modeling the flow behavior of duckbill valves and makes the fluid-structure interaction simulations much more tractable.

2) At relatively small driving pressures, the present model of the laminated rubber including the fiber reinforcement layer seems to over predict the valve stiffness and therefore underestimate the valve discharge for a given pressure. Neglecting the fiber reinforcement in the model produces good agreement with the experiments.

3) At relatively high driving pressures, the fiber reinforcement layer plays a dominant role in modeling the large valve deformations and the full laminated rubber with fiber reinforcement model provides valve deformation and discharge characteristics which agree well with experiments.

4) At very low driving pressures, the valve openings are very small and the simulations predict valve oscillations. This behavior is very challenging numerically and viscosity effects are probably significant. More theoretical and experimental research is necessary to better understand this behavior.
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ABSTRACT
In this paper the Proper Orthogonal Decomposition (POD) is applied to the identification of elastic plates coupled to fluid (water). The excitation is provided by the turbulent boundary layer wetting the plate on one side and the plate response is measured with an array of twelve accelerometers. Two cases are considered: an aluminum plate mounted at the bottom of a scaled hull model tested in the towing tank and a stiffened steel plate of a ro-ro pax ferry during regular service.

INTRODUCTION
In marine engineering, there is a renovate effort to provide additional insights on the structural behaviour of floating structures. Thus, although the theory of hydroelasticity concerning this kind of coupled fluid-structure systems was essentially established in the eighties, new challenges relative to the application of the governing equations arise as long as advanced vehicles or constructions appear. Indeed, naval architecture has been exploiting experimental investigation as a tool to design ships since a long time. Towing-tank facilities were built at the beginning of last century for studying performances and sea-keeping features of novel hull forms. However, less attention was paid to the analysis of structural aspects because ship weight had never been of concern to the naval architect. Recently, weight reduction has led to more flexible structures that may suffer vibrations. Thus, fatigue analysis has become part of the design process and the correct evaluation of damping a relevant information for that. The investigation of these aspects has motivated not only the need of frequency analysis and time domain simulation, but also more challenging objectives for experiments in model basins. Indeed, recent advances in measurement techniques and fabrication technology has broaden the capability to design experimental set-ups where scaled models can reproduce, even if partially, the full-scale elastic behavior. Thus, also in marine and ship engineering it is now reasonable to distinguish a research area known as experimental fluid-structure dynamics, where structural identification may play a relevant role in the future.

In previous papers, frequency domain decomposition (FDD) [1] and proper orthogonal decomposition (POD) [2] techniques were applied to floating structures, exploiting the ambient excitation provided by the waves. In this paper, the focus is on identification of the vibration modes of a plate excited by a turbulent boundary layer (TBL) on one side. The TBL is generated by the inflow around a scaled model of a ship towed in the towing tank. The aluminum plate is inserted at the wooden hull bottom through a steel frame that allows clamping of the plate and its response is acquired from 12 accelerometers. The non-stationary and random pressure field provides the so-called ambient excitation necessary for application of modal analysis procedures based on the measurement of the structural response alone. Thus, POD in its standard and modified forms is herein used as an output-only technique to determine the shape of the ‘wetted’ modes and its associated energy. Even if the plate has constant thickness, the application of POD without supplying information about mass distribution fails to extract the vibration mode shapes because of the mass of the accelerometers. Similarly to what was done in the case of floating structures [2], the use of a slightly different technique, known as band-pass POD (BP-POD), allows...
to overcome this limitation. As a further demonstration of the capability and usefulness of output-only procedures, identification of the first vibration modes of a stiffened hull panel below the waterline of a ferry was carried out and some results are reported at the end of this paper.

**IDENTIFICATION TECHNIQUES**

**Output-only approach to the identification of vibration modes**

In last decades, the vibration analysis has taken advantage of a new approach to structural identification, known as operational modal analysis. This approach aims to broaden the field of application of experimental modal testing, lifting the requirement of simultaneous measurements of both the excitation force and the elastic response of the structure.

From a general point of view, the modal analysis allows characterization of the dynamics of linear and time-invariant structures in terms of mode shapes, natural frequencies and modal damping, providing a well established theoretical frame to explain vibrations. Nevertheless, marine structures demand for updating of these coefficients to modal analysis techniques. The main point is that marine structures are coupled to a heavy fluid that, due to the increased fluid inertia and damping, changes significantly the modal behavior of the structure with respect to the dry case. If a linear behavior is assumed, the presence of the fluid can be taken into account by defining the fluid added mass, damping and stiffness terms in the hydroelastic equations. The determination of added mass at rest (zero inflow velocity and absence of surface waves for floating bodies) is quite straightforward and several commercial codes yield wet mode shapes and natural frequencies in agreement with experimental values, provided that dry frequencies were originally accurate. However, the estimation of the overall damping in practical cases may be approximate and there is no a priori knowledge of the number of modes necessary to calculate the hydroelastic response, information that becomes critical if reduced order models are sought. Moreover, experimental validation or updating becomes worthwhile also if extreme loading conditions are concerned, like large amplitude motion in severe sea states or high forward speeds.

In the perspective of applying input-output modal analysis, the main concern is to provide an adequate source of excitation in terms of intensity, frequency spectrum and chances to estimate these values. However, this task may be too expensive in the case of large structures, such as a ship. Moreover, it becomes unfeasible if the identification procedure is part of a real-time monitoring system that points to evaluate the modal parameters in operational conditions. For these reason, output-only approaches give the best chance to avoid the restrictions frequently met in experimental modal analysis of marine structures.

Several output-only techniques have been originally developed in last decades or were proposed adapting approaches that were not initially conceived for structural identification. Frequency domain decomposition (Brincker, [3]) or Stochastic Subspace Identification (Overschee and Moor, [4]) are quite popular in modal testing. The first applications of POD in the field of structural dynamics date back to the nineties and were mainly devoted to nonlinear problems. In the field of structural dynamics of linear systems, several papers considered the use of POD as an output-only technique, motivating also some different versions of the original algorithm [5–7]).

**The Proper Orthogonal Decomposition**

From a general point of view, the POD is a multivariate statistical method that aims to obtain a compact representation of a dataset, regardless of the origin of the data. The POD extracts an orthonormal basis (proper orthogonal modes) to decompose the analyzed dataset, so that the projection of the data onto these basis functions contains as much energy as possible. The method, often called Karhunen-Loeve decomposition from the name of the authors that stated the method [8, 9] has appeared in literature with various names depending on the area of application.

Consider a zero-mean scalar random field $w(x,t)$ with $x \in \Omega$ (finite domain), expressed in the variable-separated form as an infinite sum of terms

$$w(x,t) = \sum_{k=1}^{\infty} w_k(t) \psi_k(x),$$

with $\psi_k(x)$ unknown scalar basis functions. For instance $w(x,t)$ is the displacement field that satisfies the equation

$$\mu(x)\ddot{w}(x,t) + \mathcal{L}w(x,t) = f(x,t),$$

where $\mathcal{L}$ defines a linear self adjoint (structural) operator (with respect to given boundary conditions), $\mu(x)$ is the mass per unit area, $f(x,t)$ is the pressure forcing term and the dots denote differentiation with respect time. From a general point of view, the decomposition of the field $w(x,t)$ does not require the knowledge of the form of the governing equation. Nevertheless, due to the link that we intend to establish between POMs and LNMs, it is useful
to explain the method with reference to the mechanical problem. Clearly the expansion provided by Eq. (1) is not unique and depends on the choice of the basis functions $\psi_i(x)$. The POD deals with one possible choice of the functions $\psi_i(x)$, based on the criteria of orthogonality between the basis functions and optimality in the least squares sense: fixed a limited number $L$ of functions, they provide an approximated representation of the field that accounts for more energy compared with any other orthogonal function representation.

It can be demonstrated that the optimal basis functions are the solution of the integral equation

$$I(\psi; \lambda) = \int_{\Omega} R(x, y) \psi(y) dy = \lambda \psi(x)$$

with

$$R(x, y) = \frac{1}{T} \int_0^T w(x, t)w(y, t) dt,$$  \hspace{1cm} (3)

where $R(x, y)$ is the time averaged autocorrelation function and $\lambda$ an eigenvalue. In other words, Eq. (3) defines the optimal basis function as the eigensolutions of the integral operator. Since the eigenvalue problem for $I(\psi; \lambda)$ has to be solved numerically in most cases, it turns out that the PODs can be equivalently determined by applying the POD on the solution $w(t) \in \mathbb{R}^M$ of the following equation

$$Mw + Kw = f,$$  \hspace{1cm} (4)

that represents a suitable discretization of the continuous problem defined by Eq. (2), with $M$ and $K$ the mass and stiffness $M \times M$ square matrices of the discretized system, respectively, and $M$ the considered dofs. For instance, one may assume that the $i$-th component of the vector $w(t)$ is provided by the evaluation of the field $w(x, t)$ at the grid node $x_i$ of a the plate. Thus, we look for a decomposition:

$$w(t) = \sum_{k=1}^L a_k(t) \hat{p}^{(k)},$$  \hspace{1cm} (5)

that gives the best representation of the solution $w$ in the sense already specified for the continuous problem, where the vectors $\hat{p}^{(k)} \in \mathbb{R}^M$ denote the PODs. It is useful to introduce the following transformation in Eq. (4),

$$w = M^{-1/2} \hat{w},$$  \hspace{1cm} (6)

thus obtaining

$$\hat{w} + \hat{K}\hat{w} = \hat{f},$$  \hspace{1cm} (7)

where the matrix $\hat{K} = M^{-1/2}KM^{-1/2}$ is still symmetric and $\hat{f} = M^{-1/2}f$. Equation (7) defines an undamped mechanical system with uniform mass distribution ($M = I$ in this particular case) for which the LNMs are directly provided by the PODs. The convergence of PODs to LNMs is a key point in the present analysis that has been diffusely treated in a recent paper by Mariani and Dessi [2].

If $N$ ‘observations’ for each of the $M$ components of the vector $\hat{w}$ are available, let us define a new vector variable, $\hat{w}^{(m)} = \{\hat{w}_m(t_1), \ldots, \hat{w}_m(t_N)\}^T$, that is the sampled time history relative to the $m$-th component of the vector $\hat{w}(t)$. Thus, the $N \times M$ response ensemble matrix is constructed as

$$\hat{W} = [\hat{w}^{(1)}, \hat{w}^{(2)}, \ldots, \hat{w}^{(M)}],$$  \hspace{1cm} (8)

that allows us to obtain the sample covariance matrix as

$$R_{\hat{w}} = \frac{1}{N} \hat{W}' \cdot \hat{W},$$

where the symbol $\cdot$ denotes the inner product, and the PODs are calculated as the eigenvectors of $R_{\hat{w}}$, i.e.,

$$R_{\hat{w}} \hat{p} = \sigma \hat{p},$$  \hspace{1cm} (9)

where the eigenvalue $\sigma$ is the corresponding proper orthogonal value (POV). Considering the system response in its continuous form (Eqs. (2) and (3)), it emerges that the averaged auto-correlation function $R(x, y)$ and the basis functions $\psi_i(x)$ have been replaced by the $M \times M$ sample covariance matrix $R_{\hat{w}}$ and the proper orthogonal vectors $\hat{p}^{(k)}$, respectively. Each POV gives an indication of the level of excitation of the correspondent POD, being the estimated total energy $\sigma = \sigma_1 + \ldots + \sigma_M$ defined as the norm of the signal and not as mechanical energy. The proper orthogonal coordinate (POC) functions $\hat{a}_k(t)$, relative to the decomposition of the solution $\hat{w}(t)$ (cfr. Eq. (5)), are:

$$\hat{w}(t) = \sum_{k=1}^L \hat{a}_k(t) \hat{p}^{(k)},$$  \hspace{1cm} (10)

and can be defined as a suitable interpolation over the proper coordinate vector $\hat{a}^{(k)} = \{\hat{a}_k(t_1), \ldots, \hat{a}_k(t_N)\}^T$, that is provided as

$$[\hat{a}^{(1)}, \hat{a}^{(2)}, \ldots, \hat{a}^{(M)}] = \hat{W} \cdot \hat{P},$$  \hspace{1cm} (11)

with $\hat{P} = [\hat{p}^{(1)}, \hat{p}^{(2)}, \ldots, \hat{p}^{(M)}]$. In general, the number of assumed modes $L$ is less or equal than the number of considered response points $M$. Using Eq. (6) is then possible to obtain the PODs $\hat{p}^{(k)}$ relative to Eq. (4).
### TABLE 1: MAIN STRUCTURAL PARAMETERS OF THE PLATE.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Length (along $x$)</td>
<td>$l_x = 0.35$ m</td>
</tr>
<tr>
<td>Width (along $y$)</td>
<td>$l_y = 0.32$ m</td>
</tr>
<tr>
<td>Thickness (along $z$)</td>
<td>$t = 0.002$ m</td>
</tr>
<tr>
<td>Density</td>
<td>$\rho = 2700$ Kg/m$^3$</td>
</tr>
<tr>
<td>Young modulus</td>
<td>$E = 70$ GPa</td>
</tr>
<tr>
<td>Poisson ratio</td>
<td>$\nu = 0.25$</td>
</tr>
</tbody>
</table>

### TABLE 2: DRY FREQUENCIES OF THE PLATE.

<table>
<thead>
<tr>
<th>Test Case</th>
<th>Mode 1-1</th>
<th>Mode 1-2</th>
<th>Mode 2-1</th>
<th>Mode 2-2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dry on rubber</td>
<td>151.7 Hz</td>
<td>295.5 Hz</td>
<td>325.8 Hz</td>
<td>459.5 Hz</td>
</tr>
<tr>
<td>Dry on hull</td>
<td>134.7 Hz</td>
<td>283.9 Hz</td>
<td>323.4 Hz</td>
<td>460.5 Hz</td>
</tr>
</tbody>
</table>

### MODEL-SCALE ANALYSIS

#### Experimental set-up

Acceleration signals relative to plate response excited by the TBL flow provided the data to be processed by POD. The plate is located in the bottom of a wooden hull (see Fig. 1) towed by the carriage at INSEAN towing tank basin in Rome. This experimental set-up allows to have a plate wetted by water on one side alone (bottom side) and dry on the top side where sensors were put on as shown in Fig. 2. The main dimensions of the aluminum plate are reported in Tab. 1. Instead of using glue like silicone to connect the plate to the wooden bottom, it was preferred to build a steel frame to clamp the plate edges. The steel frame was then inserted into a gap made on the bottom and then properly fixed. The first vibration mode of the frame, depicted in Fig. 3, was close to $5$ KHz indicating that it is sufficiently rigid with respect to the plate. Finite element analysis confirmed that the dry frequencies of the plate did not exhibit differences larger than $0.5\%$ if the presence of the steel frame was taken into account instead of applying ideal boundary conditions on the plate contour. Indeed, the choice of these ideal boundary conditions to represent correctly the real plate dynamics constitutes a critical point. First, the plate FE model was updated through modal identification (hammer impact test) of the plate itself lying on very soft rubber supports mimicking free boundary conditions. In Tab. 2 the corresponding frequencies, experimentally identified, are reported. Then, identification was carried out on the plate in its final arrangement at the hull bottom, leading to vibration mode frequencies in Tab. 2 slightly less than those relative to the case of the unconstrained plate. Simulations show that these frequencies can be obtained only relaxing the constraint on the rotations along the plate contour, even if very stiff rotational springs are needed. Therefore, the real boundary conditions, even if do not provide perfect clamping of the plate edges, are much more close to clamping than to supporting boundary conditions. In Fig. 2 the sensor layout shows three rows of four accelerometers each. The modal accelerometers are ICP sensors of PCB Electronics for a measurement frequency range above $0.5$ Hz. The wires, connecting each sensor to LMS Scadas Mobile acquisition system, were properly disposed using a grid superimposed on the rectangular hole where the metallic frame and the plate were inserted.

#### Load excitation

The vibrations of the panel are ‘naturally’ induced by the fluctuating pressure field generated by the turbulent boundary layer developed over the hull bottom when the physical model is towed by the towing tank carriage. The power spectral density of the turbulent boundary layer is shown in Fig. 4. The applied pressure field is effective in producing a broad-band excitation suitable to output-only identification techniques like POD. The inflow velocity was varied by setting different carriage speeds.
Analysis of accelerations

POD is first applied to the acceleration signals using standard theory. Only the average value is subtracted to raw data and no filtering is applied. Since the vertical acceleration field along the plate can be expanded with respect to the mode shapes \( \psi_i(x,y) \), i.e.,

\[
\ddot{w}(x,y,t) = \sum_{i=1}^{M} \ddot{w}_i(t) \psi_i(x,y),
\]

the POD provides the same modes obtained processing the displacements (but normalization constants may not be the same). The obtained POV values are listed in Tab. 3, where \( \Sigma = \sigma_1 + \sigma_2 + \ldots + \sigma_{12} \).

Since the number of measurement points is small, the components of the eigenvectors \( \mathbf{p}^{(k)} \) provide low spatial sampling of mode shapes. The orthogonal grid of measurement points can be extended to cover the plate edges, setting \( w_i(t) = 0 \) for the virtual dofs along the plate contour. The results both in terms of POVs and POMs do not change (\( \sigma_i = 0 \) for virtual dofs) but it is a useful way of enhancing the graphical representation of the mode shapes that are then evaluated in 30 points (see Fig. 5).

From inspection of Figs. 5 and 6, where the POM shapes are plotted, it is apparent that the first POM corresponds to the plate mode \((1,1)\). This mode, on the basis of Tab. 3, collects more than half of all the energy transmitted from the TBL flow to the plate. The same observation applies to the second vibration mode, that is the \((2,1)\) mode with 14.54\% of the overall energy. If identification proceeds further, it is evident that the identified POMs hardly recall the shape of LNMs. The associated energy is slowly decreasing from 5.76\% (third POM) to 2.97\% (fourth POM). Looking at Fig. 7, it is evident that the identified POMs present similar energy values for \( i > 3 \).
The explanation for the lack of convergence of the POMs to LNMs can be done considering the application of the covariance matrix to the LNM $z^{(p)}$, that yields (see [2] for further details):

$$Rz^{(p)} = \sigma_{pp}D_{pp} \left[ \varepsilon^{(p)} + \sum_{k=1,k\neq p}^M \frac{\sigma_{kk}D_{kp}}{\sigma_{pp}D_{pp}} z^{(k)} \right], \quad (13)$$

where $\sigma_{kh} = N^{-1}q^{(k)} \cdot q^{(h)}$ and $D_{kh} = z^{(k)} \cdot z^{(h)}$, with $q^{(k)}$ the vector of sampled time-histories of the generalized co-ordinate $q^{(k)}(t)$. Since the LNMs satisfy the orthogonality relationship with respect to the mass matrix $M$, it follows that $D_{kp} \neq 0$ unless $M = I$. Nonetheless, it is worth to note that the contribution of the terms in the summation is always negligible for the first POM. In fact, since $\varepsilon^{(1)}$ has energy higher than any other POM, $\sigma_{11} \gg \sigma_{kk}$. It means that the POM with highest energy gives always the correspondent LNM. This assumption is not valid for the second mode but identification was successful anyway. For $p = 2$, one has:

$$Rz^{(2)} = \sigma_{22}D_{22} \left[ z^{(2)} + \frac{\sigma_{11}D_{12}}{\sigma_{22}D_{22}} z^{(1)} + \sum_{k=3}^M \frac{\sigma_{kk}D_{k2}}{\sigma_{22}D_{22}} z^{(k)} \right].$$
In this case, since $\sigma_{11}/\sigma_{22} > 1$, the first LNM $z^{(1)}$ combines with the second LNM $z^{(2)}$ unless $D_{12} = z^{(1)} \cdot z^{(2)} \simeq 0$ holds, as in the present case. In fact, the mass non-uniformity due accelerometers has a larger effect as long as the order of the vibration mode grows. This effect combines with the observation that POV values of the POMs above the second are similar, preventing to identify POM shapes similar to LNMs for $i > 2$ (cfr. Fig. 6).

The alternative way is to filter the time-histories of the accelerations so as to leave just one mode contribution in the signals and thus to let this mode be (trivially) the mode with highest energy. This procedure, named BP-POD in [2], will be shortly recalled here. From the PSD, averaged over the accelerometer signals, the resonance frequencies are selected and symmetric band-pass filtering around these peaks can be preliminary carried out. By applying for each band the standard POD procedure, the identified plate modes are convergent to LNMs, as shown in Figs. 8-9-10-11.

Next, the sensitivity of this procedure with respect to the amplitude of the bandwidth chosen for filtering is taken into account. In Fig. 12, the different curves represent the percentage of energy relative to the first POV. Of course, this percentage grows if the frequency bands are narrow because other mode contributions are gradually excluded in the time-histories and BP-POD has more chances to be successful. Satisfactory width of the intervals for filtering are obtained for all the modes if $\Delta f \leq 9$ Hz. Note that, when the curve is flat in the neighborhood of the maximum, it means that there are more possibilities to define the bandwidth in the neighborhood of the mode resonant frequency.

**CONCLUDING REMARKS**

In the case of missing mass distribution, the use of a band-pass POD is the only possibility to obtain POMs coinciding with LNMs. In fact, including in the processed signal just one mode at time, there is again the chance to exploit the property that the most excited (and in this case unique) LNM can be identified without the need of providing the mass layout along the plate. Since one mode at time can be identified with this procedure, the orthogo-

**FULL-SCALE MEASUREMENTS AND IDENTIFICATION**

INSEAN-CNR was involved in full-scale trials onboard the ro-ro pax Fortuny vessel within the frame of FP7-SILENV project. Part of the measurements was devoted to evaluate the response and to identify the local vibration modes of a hull elastic panel, placed at ship section indicated by the arrow in Fig. 13. The updating of the steel stiffened hull panel, shown in Fig. 14, was intended to improve the FE prediction of the panel mean response to wall pressure fluctuations estimated using universal scaling laws [10]. Eight accelerometers were used with a sampling frequency of 2048 Hz with an acquisition time of about 15 minutes. The panel was entirely wetted and the flow velocity was determined by a forward ship speed of 20 knots. The frequencies are reported in the following Tab. 4 whereas the identified mode shapes are shown in Fig. 15. It is worth to note that the mode shapes are relative to the region where accelerometer were applied, approximately over half the panel.
nality relationship between the modes can be guaranteed only for those POMs converging to the LNMs (intrinsically orthogonal). However, the drawback in this case is that comparable information about the energy associated to each mode is lost.
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ABSTRACT  
The effect of confinement of a rectangular channel on the flag flutter instability is investigated, both in terms of waves propagating in the infinite medium (local approach) and in terms of modes in the finite length system (global approach). Using a 1D Euler-Bernoulli model for the plate and a 3D potential flow model for the flow, the problem is solved numerically for various sets of the geometrical parameters to compute the critical velocity for instability as function of the mass ratio. It is found that the proximity of walls parallel and perpendicular the plate affects significantly the plate’s dynamics and instability. One main conclusion of this work is that models considering a 2D flow can predict correctly the critical velocity only in specific cases such as large mass ratio, large aspect ratio or very confined plates.

INTRODUCTION  
The equilibrium state of a cantilevered plate in an axial flow can become unstable once a critical value of the flow velocity is reached, resulting in oscillations of large amplitude. This phenomenon, referred to as flag flutter has been the focus of a large amount of researches, as reported in some recent books and reviews [1, 2]. Among the various linear models that attempted to give a numerical prediction of the critical flow velocity for apparition of flutter instability, one can distinguish three main families. In the first one, a 2D problem is considered, i.e. an infinite span plate in a 2D potential flow [3–5]. The approximation done in these models is referred to as large span approximation. In the second family, the typical wavelengths of deformation are considered large enough when compared to the typical size of the cross section of the plate, so that the perturbation of the flow at a given cross section depends only on the plate dynamics at this cross section [6]. These models are referred to as slender body models. The third family concerns models that do not consider any of the above approximations, and solve the 3D flow around the plate. This kind of model has shown that there is a strong influence on the aspect ratio of the plate on the critical velocity [7]. Works using similar method followed to study the presence of walls perpendicular to the plate (spanwise confinement) and showed that the critical velocity tends slowly to that predicted by a 2D model when the walls are approached [8]. In the present work, two additional walls, parallel to the plate are considered so that the latter is confined in a rectangular channel flow. The method used in the present paper is the same as developed in previous works [7, 8].

Experimentally, flag flutter has also been intensively investigated. The first experimental studies of the phenomenon are reported in references [3, 9, 10], among others. A consistent review of all experimental studies before 2004 can be found in reference [1]. These studies have shown that although the plate’s dynamics is always two-dimensional, the values of the critical velocity predicted by 2D models are always lower than that found experimentally. Comparison with 3D models taking into account the finite aspect ratio of the plate significantly improved the prediction of the critical velocity [7] and a nonlinear model taking into account the initial spanwise curvature [11] explained the origin of the hysteresis observed experimentally. Finally, the effect of walls perpendicular to the plate has been investigated experimentally in reference [12] and results are in good agreement with the model developed in [8].

The paper is organized as follows. In the next section, the problem of a flat plate in a rectangular channel potential flow is formulated. The stability properties of the infinite length problem are then analysed. Next, a finite length system is considered.
1 FORMULATION OF THE PROBLEM

1.1 Coupled fluid-structure equations

The problem considered in this paper is sketched on Fig. 1. The solid is modeled as a plate of negligible thickness under the Euler-Bernoulli approximation. It is assumed that the deformation does not depend on the spanwise coordinate, so that the linearized equilibrium equation of the coupled fluid-solid system has the following expression:

\[ B \frac{\partial^4 W}{\partial X^4} + \mu \frac{\partial^2 W}{\partial T^2} = \langle [P] \rangle, \tag{1} \]

where \( B \) is the flexural rigidity per unit length in the spanwise direction of the plate and \( \mu \) its surface density, \([P]\) stands for the pressure jump between each side of the plate and the angles \( \langle . \rangle \) denote the mean value along the span. The surrounding fluid flows at a constant velocity \( U_0 \) in the direction \( X \) and is modeled using the potential flow approximation. The velocity potential is noted \( \Psi \).

Using the following dimensionless variables,

\[ x = \frac{2Z}{H}, \quad z = \frac{2Z}{H}, \quad t = \frac{4TB}{\mu H^2}, \quad w = \frac{2W}{H}, \tag{2} \]

\[ p = \frac{P}{\rho U^2}, \quad \psi = \Psi \sqrt{\mu/B}, \tag{3} \]

equation (1) becomes,

\[ \frac{\partial^4 w}{\partial x^4} + \frac{\partial^2 w}{\partial t^2} = m\langle [p] \rangle. \tag{5} \]

In the fluid domain, the non-dimensional velocity potential satisfies the Laplace equation,

\[ \Delta \psi = 0, \tag{6} \]

with the following boundary conditions:

\[ \frac{\partial \psi}{\partial Z} = 0 \quad \text{for} \quad |y| = d, \tag{7} \]

\[ \frac{\partial \psi}{\partial y} = 0 \quad \text{for} \quad |z| = 1 + c, \tag{8} \]

\[ \frac{\partial \psi}{\partial Z} = \frac{\partial w}{\partial t} + u \frac{\partial w}{\partial Z} \quad \text{on the plate}. \tag{9} \]

The pressure is then linked to the potential through the linearized unsteady Bernoulli equation,

\[ p = -\frac{\partial \psi}{\partial t} - u \frac{\partial \psi}{\partial X}. \tag{10} \]

1.2 Problem in the Fourier space

Introducing the Fourier transform in space and time \( \hat{h} \) of a function \( h(x,t) \),

\[ \hat{h}(k, \omega) = \left( \frac{1}{2\pi} \right)^2 \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} h(x,t) e^{i\omega t} e^{ikx} \, dx \, dt, \tag{11} \]

equation (5) takes the following form in the Fourier space:

\[ [k^4 - \omega^2] \hat{w} = -m\langle [\hat{p}] \rangle. \tag{12} \]

A normalized potential \( \hat{\phi} = \hat{\psi}/-i(\omega - U_k)\hat{w} \) is then introduced. Using the unsteady Bernoulli equation (10), the pressure jump may be linked to the displacement and the normalised potential \( \hat{\phi} \),

\[ \langle [\hat{p}] \rangle = (\omega - uk)^2 \langle [\hat{\phi}] \rangle \hat{w}. \tag{13} \]
This last problem depends only on \( k \) and the geometrical parameters \( c \) and \( d \). Combining equations (12) and (13), the dispersion relation takes the following form,

\[
k^4 - \omega^2 = \frac{2g(k,c,d)}{|k|}(\omega - uk)^2,
\]

where \( g(k,c,d) \) reads,

\[
g(k,c,d) = k\langle \hat{\phi}(y = 0^+) \rangle.
\]

In the Fourier space, the work hence consists in obtaining the dispersion relation (18) for a given set of geometrical parameters. To do so, it is necessary to compute the function \( g(k,c,d) \) by solving an Helmholtz problem (equation 14). The end of this section is devoted to recall the analytical form of \( g \) in various limit cases found in previous studies and present some computational results in the general case.

### 1.3 Limit cases for the function \( g \) found in the litterature

The different limit cases found in the litterature for the function \( g \) are presented here. The 2D limit of a plate in an infinite fluid domain is \([13]\),

\[
g = 1.
\]

The 2D limit of a plate confined by two parallel rigid walls is \([14]\),

\[
g = \frac{1}{\tanh(kd)}.
\]

The slender-body limit is \([15]\),

\[
g = \frac{k\pi}{4}.
\]

Using asymptotic expansions of the 2D and slender-body limits, a composite function as been introduced to take into account the influence of a 3D flow around the plate \([7]\),

\[
g = 1 - \frac{1}{2k + \exp[(\pi/4 - 2)|k|]}.
\]

In reference \([8]\), a similar approach has been used to develop asymptotic expansions of the 2D and slender-body
limits that take into account the presence of walls perpendicular to the plate \((C\) effect). A composite expansion of these two limits has then been developed, that extends the kernel of equation (23) to take into account spanwise confinement.

1.4 General case of a plate in a rectangular flow: numerical solution

In the general case of the present paper, the Helmholtz equation is solved using the open source finite element software Freefem [16] for given values of \(c, d\) and \(k\). The resulting function \(g\) is plotted on Fig.3a for a large value of \(d = 30\), and values of \(c\) in the range \([3 \times 10^{-4}, 3]\). As already reported in a previous work [8], the function \(g\) is linear at low values of \(k\) and tends to unity at large values of \(k\). When \(c\) is large, it is correctly approximated by the infinite fluid domain 3D model [7], equation (23). Typical results when \(c\) is large are plotted on Fig.3b. Here, \(g\) is well approximated by equation (21) for large values of \(k\) while it tends to a linear slender-body type behavior at low values of \(k\). Indeed, the function \(g\) is well fitted by a function of the form \(g = Ak\) when \(k \ll 1\). The value of \(A\) is plotted as function of \(d\) on Fig.4 for different values of \(c\). When \(d\) is small, the value of \(A\) does not depend on \(c\) and the data is well fitted by,

\[
A \simeq \frac{1}{3d}, \quad d \ll 1. \quad (24)
\]

When \(d\) is increased, \(A\) tends to a constant value which dependence on \(c\) has been characterized in a previous work [8],

\[
A = \frac{k\pi}{4} \left[1 + 0.805 \ln \left(\frac{c + 0.189}{c}\right)\right]. \quad (25)
\]

Now that we have the function \(g(k)\), and consequently the dispersion relation, in numerical form for any combination of the numerical parameters, it will be used to compute stability boundaries of the system in two different cases: the infinite case (local instability), for which only the dispersion relation is necessary to characterize the medium, and the finite case (global instability), for which subsequent work is needed, as boundary conditions and the length have to be taken into account. In the following, numerical data will be directly used to compute the different stability limits except at low values of \(k\), where a third order polynomial fit is used.

FIGURE 3: Function \(g(k)\) computed numerically for various sets of the parameters \(c\) and \(d\) (solid thin lines) and compared with different limit cases; thick dashed line, equation (20); thin dashed lines, equation (21); thick solid line, equation (23).

FIGURE 4: Linear coefficient of the slender-body limit (i.e. small wavenumbers) as function of \(d\) for different values of \(c\). Bold line indicate the limit for low values of \(d\), equation (24), thin line indicates the limit of unconfined flow, \(A = \pi/4\) and dotted lines indicate the empirical model developed in reference [8], equation (25).
However, one may distinguish two cases of wave instability, depending on the long time impulse response of the plate. If the exponentially growing wave packet is advected by the flow, the instability is said convective. Conversely, if it grows in place, so that the entire space is ultimately dominated by the instability, the latter is said absolute. The concepts of convective and absolute instabilities, and the underlying theory, have been initially introduced in the domain of plasma physics [17] and successfully applied in the particular domain of fluid-structure interaction [13]. In the present paper, a numerical method presented in reference [18] is used to compute the critical curves for transition between convective and absolute instabilities. The results are plotted on Fig.5 in the $(m,u/m)$ plane. On Fig.5a, $d = 30$ and $c$ varies from $3 \times 10^{-4}$ to 3. On Fig.5b, $c = 3$ and $d$ varies from $3 \times 10^{-3}$ to 30. All curves share a common limit at large values of $m$. This limit ($u/m = 0.148$) is that given by a 2D approach, where $g = 1$. It is actually twice the value found by Crighton & Oswell [13] in the case of a compliant panel with a flow on one side only, whereas the flow is on both sides in the present study. It has to be noted that in this context of 3D flow, the 2D limit corresponds to large values of the wavenumber. It is consistent with the fact that when $m \to \infty$, the wavenumber at which convective to absolute instability transition arises also tends to infinity.

The infinite derivative of all these curves at low values of $m$ corresponds to the opposite limit where the wavenumber at transition is small. This is the slender body limit. In the case of a fluid-conveying pipe, which is properly described by a similar dispersion relation in the slender-body limit, Kulikoski [19] showed that the transition does not depend on the flow velocity, but only on the mass-ratio. Again, this is consistent with the vertical limit observed on Fig.5: an added mass effect of the channel confinement modifies the mass ratio in the slender-body limit and the asymptotic value of $m$ varies. The more the plate is confined (small $c$ and $d$), the larger is the added mass. Hence the smaller is the critical value of $m$. Two additional asymptotic cases are plotted on Fig.5: the curve obtained using an analytical solution of the Helmholtz problem in a 2D case with walls (blue dotted) and the curve obtained considering the 3D flow without walls (thick red). The numerical data tends to these two limits in a consistent manner.

3 GLOBAL STABILITY ANALYSIS

When studying a finite length system during timescales such that boundaries have an influence on the dynamics,

![Critical curves for transition between convective and absolute instabilities](image)

**FIGURE 5**: Critical curves for transition between convective and absolute instabilities (thin plain line) compared with that given by using $g$ defined in equation (20), thick dashed line, equation (21), thin dashed lines and equation (23), thick solid line.

2 LOCAL STABILITY ANALYSIS

The instability properties of bending waves propagating in an infinite length medium in such channel flow are now studied. In its non-dimensional form, the dispersion relation depends on four parameters, the mass ratio $m$, the non-dimensional velocity $u$, the non-dimensional spanwise gap $c$ and the non-dimensional channel height $d$. The dispersion relation of equation (18) is considered, where the $g$ function is obtained by solving the Helmholtz problem (14-17), as explained in the previous section.

The temporal approach consists in solving the dispersion relation, a second order polynomial for the variable $\omega$, associated to real values of $k$. If for a least one real value of $k$, the imaginary part of one root $\omega$ is positive, the amplitude of the associated wave $\exp[i(kx - \omega t)]$ grows exponentially with time and the medium is said locally unstable. It can be easily shown that the system bears unstable waves at any value of $u \neq 0$. 
boundary conditions must be taken into account. A plate clamped at $x = 0$ and free at $x = L$ is now considered. The problem is now rescaled using $L$ as a characteristic length, so that the following non-dimensional variables and parameters are introduced,

$$x = \frac{X}{L}, y = \frac{Y}{L}, z = \frac{Z}{L}, w = \frac{W}{L}, t = \frac{UT}{L}, p = \frac{P}{\rho U^2}. \quad (26)$$

$$M^* = \frac{\rho L}{M}U^* = \sqrt{\frac{M}{B}}LU^*, H^* = \frac{H}{L}, C^* = \frac{C}{L}, D^* = \frac{D}{L}. \quad (27)$$

In this finite length approach, the dimensionless equation of motion is now

$$\frac{\partial^2 w}{\partial t^2} + \frac{1}{U^2} \frac{\partial^4 w}{\partial x^4} = M^* \langle [p] \rangle, \quad (28)$$

and the clamped-free boundary conditions are

$$w(x = 0) = \frac{\partial w}{\partial x} \bigg|_{x=0} = \frac{\partial^2 w}{\partial x^2} \bigg|_{x=1} = \frac{\partial^2 w}{\partial x^4} \bigg|_{x=1} = 0 \quad (29)$$

Stability analysis is done through a modal analysis of the system. By looking for solutions of the problem in the form

$$w(x,t) = \phi(x)e^{i\omega t}, \quad (30)$$

and assuming that pressure forces exerted on the plate can be expressed as linear functions of the displacement $w$, one end up with a Sturm-Liouville eigenvalue problem that does not have an analytical solution in the general case. If one eigenvalue has a negative imaginary part, the system is unstable, as the temporal evolution of displacement is such that it diverges when time goes to infinity. The corresponding real part gives then the circular frequency. In practice, the system has to be put in a form suitable for numerical integration. Equation (13) may be rewritten in the form,

$$\frac{k}{g} \frac{\partial \hat{p}}{\partial t} = (\omega - k)^2 \hat{w}. \quad (31)$$

Taking the inverse transform of this expression leads to a solution in the form of a convolution integral for the pressure,

$$\frac{1}{2\pi} \int_0^1 p'(v)G(x - v)dv = \left( \frac{\partial}{\partial t} + \frac{\partial}{\partial x} \right)^2 w, \quad (32)$$

where prime denotes for derivation with respect to the axial coordinate and $G(x)$ is the inverse Fourier transform of $1/g(k)$,

$$G(x) = \int_0^\infty \frac{\sin(kx)}{g(k)}dk. \quad (33)$$

It has to be noted that as $G$ diverges when $x$ tends to 0, the Cauchy’s principal value of the integral in equation (32) has to be taken. As done in previous papers [7, 8], the displacement is decomposed on the modes of the plate in vacuum $\phi_i(x)$,

$$w(x,t) = e^{i\omega t} \sum_i a_i \phi_i(x). \quad (34)$$

Next, the pressure associated with the mode $i$ is expanded on Chebyshev polynomials of the first kind and assumed to have an inverse square root singularity,

$$p_i'(x) = \sum_j A_{ij} \frac{T_j(2x - 1)}{\sqrt{x(1-x)}}. \quad (35)$$

This expansion is then inserted into the integral expression for the pressure (32). A scalar product with Chebyshev polynomials of the second kind $U_k(2x - 1)$ is applied. This leads to a linear problem for $A_{ij}$, which is solved numerically for a given set of the geometrical parameters $(C^*, D^*, H^*)$. This method necessitates the knowledge of the function $G(x,C^*, D^*, H^*)$. In practice, it is calculated numerically using,

$$G(x) = \frac{1}{x} + G_1(x), \quad (36)$$

with,

$$G_1(x) = \int_0^\infty \sin(kx) \left( \frac{1}{g(k)} - 1 \right)dk. \quad (37)$$

As the integrand tends to zero when $k$ tends to infinity, this integral is easily computed numerically.

Numerical results are now presented. It has to be noted that they involve a significant amount of numerical steps: Helmotlz equation using finite elements, numerical inverse Fourier transform, various projections (Chebyshev modes and Galerkin modes) and finally an eigenvalue problem.
A first set of results is presented on Fig.6. It consists in comparing the critical curves for apparition of instability in the $(M^*, U^*)$ plane when the channel is large, $(c, d) = (3, 30)$, with that of previous studies in an unbounded flow ($C^*$ and $D^* = \infty$). A good agreement is found between the two methods.

Another comparison is done with results of Guo and Paidoussis [14] for $D^* = 0.2$ on Fig.7a,b. Here again, the critical curves of the present 3D model tend to that predicted by a 2D model when $H^*$ is increased. It appears that the smaller is $C^*$, the faster is the convergence. The main result of this comparison is that for low values of $M^*$, the 2D limit of reference [14], can be reached only for very large $H^*$ or very low $C^*$. This is in practice difficult to achieve experimentally.

FIGURE 6: Critical curves of marginal stability at $c = 3$ and $d = 30$ obtained by the present numerical method (solid lines), compared to critical curves obtained considering an unbounded flow [7] (dashed lines).

FIGURE 7: Critical curves of marginal stability at $D^* = 0.2$ for different values of $H^*$, compared with the 2D results of reference [14]; (a) $c = 3$, (b) $c = 0.1$, (c) $c = 0.001$. The small irregularities of the curves are due to imprecisions of the numerical method.

DISCUSSION
In this article, the influence of the walls of a rectangular channel on the critical velocity for flutter instability has been characterized. Local and global stability analyses have been performed. In the local approach the system is always unstable, provided the fluid is not still. Critical values of the parameters for transition between convective and absolute instabilities have been computed. In a general manner, confinement is found to significantly affect the local stability properties of the medium. Next, global stability of the finite length system has been investigated. The crucial importance of the 3D modeling at low values of the mass ratio has been emphasized. Indeed, it is found that 2D models predict the correct critical velocity
only for high values of the aspect ratio or low values the spanwise and lateral confinements.

When confinement is important, one may wonder if the viscosity has an effect on the instability thresholds. In the case spanwise confinement (small values of $C^*$), the effect of the existence of a boundary layer has been discussed in reference [12]. In this case, only the edges of the plate are affected by the presence of a boundary layer and the experimental results are found to be in good agreement with the theoretical predictions. Conversely, in the case of significant confinement by walls parallel to the plate (small values of $D^*$), viscosity may play a more important role. Here the whole surface may be affected by viscous drag and it may be necessary to consider a boundary layer of a Poiseuille-type flow.

Further work is now mainly focused on experiments.
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ABSTRACT

This paper presents the development and use of numerical-simulation methods for the non-linear two-dimensional fluid-structure interaction of flexible panels in both uniform and boundary-layer axial flows. The inviscid system is modelled using a combination of Finite-difference (FDM) and Boundary-element (BEM) methods for the structural and fluid dynamics respectively. This is then used as the platform for the incorporation of a boundary-layer for which rotationality and viscous effects are added using a Discrete-Vortex Method (DVM). Computational costs are reduced massively through the use of a Fast-multipole (FMM), Generalised Minimum Residual (GMRES) and Newton Krylov (NK) methods in an implicit scheme that is mesh free and can efficiently scale to very large problem sizes. The efficiency of the simulation scheme is demonstrated for divergence of flexible panel. Thereafter, it is shown quantitatively that the laminar boundary yields higher critical flow speeds of divergence-onset than those predicted by potential-flow analyses.

INTRODUCTION

We study the two-dimensional fluid-structure interaction (FSI) of a flexible panel subjected to one-sided axial flow. This system has a long history of investigation although the vast majority of studies have assumed potential flow. In such studies it is found that as the (uniform) flow speed is increased, a critical speed is reached at which divergence (or buckling) instability sets in; a further increase to flow speed sees the flexible panel succumb to a violent flutter instability. For simple elastic panels without a spring foundation, the non-linear potential-flow study of Lucey et al. [1] showed that divergence instability saturated at finite amplitude and underwent limit-cycle oscillation. The inclusion of boundary-layer effects in such a problem introduces significant complexity. Established approaches to hydrodynamic stability (such as the Orr-Summerfeld equation) are based upon the assumption of both small-amplitude disturbances and an infinitely long wall that permits a continuous spectrum of normal modes to be used to characterise these. Of course, wave-based models have limited utility for predicting nearly static instabilities such as divergence. However, computational methods have been successfully used to overcome these limitations. Davies and Carpenter [2] modelled the FSI of linear deformations of a compliant-wall insert on one side of plane Poiseuille flow while Luo et al. [3] have successfully modelled large-amplitude dynamics of a tensioned membrane in the same system; however, both of these studies are restricted to relatively low Reynolds-number flows.

The overall aim of the present work is to develop a versatile grid-free computational model for the external problem of viscous flow over a flexible wall of finite length and deformation amplitudes for a broad range of Reynolds numbers that include those of transitional boundary layers.

COMPLIANT-WALL MODELLING

We begin by introducing a base model for fluid-structure interactions of a flexible panel (or compliant)
wall and an inviscid (equivalent to an infinite Reynolds number) flow as shown in Fig.\textsuperscript{1} The compliant-wall is modelled by the one-dimensional (1D), nonlinear, Euler-Bernoulli-Beam model with spring-damper wall backing, presented in \textsuperscript{1}. Nonlinearity in the wall is captured through an induced tension term that results from elongation caused by wall curvature. The governing differential equation for the vertical wall motion, \( \eta = \eta(x,t) \), is given by,

\[
\rho h \frac{\partial^2 \eta}{\partial t^2} + B \frac{\partial^4 \eta}{\partial x^4} - T_i \left( \frac{\partial \eta}{\partial x} \right) \frac{\partial^2 \eta}{\partial x^2} + d \left( \frac{\partial \eta}{\partial t} \right) + k \eta = F(x,t),
\]

where \( \rho \) is the wall density, \( h \) is the thickness, \( d \) and \( k \) are the damping and spring coefficients in the wall backing and \( F(x,t) \) is the force applied at the wall’s surface. In addition, \( B \) denotes the flexural rigidity of the plate and \( T_i \) is the induced tension coefficient given by,

\[
T_i = \frac{Eh^3}{12(1-v_p^2)} \cdot L \int_0^L \left( 1 - \left( \frac{\partial \eta}{\partial x} \right)^2 \right) \, dx,
\]

where \( v_p \) refers to Poisson’s ratio, \( E \) is the elastic modulus and \( L \) is the length of the undeformed wall.

A solution to the compliant-wall system is achieved numerically by discretising the continuous wall into \( N \) nodes of mass, uniformly spaced in the horizontal direction to allow a second-order, central-difference approximation (from the Finite Difference Method (FDM) \textsuperscript{4}) to be used to solve all spatial differentials along with hinged end-conditions. In this work, we look at the transient response obtained from the initial value problem where time integration is achieved through a second-order, implicit, trapezoidal stepping method.

The use of an explicit (or semi-implicit) time-stepping method has been avoided as the numerical stiffness of the equations of motion results in the convergence rate and stability of the problem being highly dependent on wall discretisation and time-step sizes. An increase in spatial discretisation requires a much larger increase in time discretisation to ensure numerical stability, well beyond the necessity for solution accuracy. By using an implicit method, relative time-step sizes no longer impact the numerical stability of the solution \textsuperscript{5}.

To obtain an implicit solution to our system we find the roots of the system of nonlinear equations in the form\( f(\dot{\eta}) = 0 \). This is achieved using a Newton-Krylov (NK) method \textsuperscript{6} that is based upon the use of finite-difference approximations (typically first-order) to the Jacobian-vector product used in Newton’s root-finding method. The advantage of this formulation is that one can use a Krylov subspace method, such as the Generalised Minimum Residual method (GMRES) \textsuperscript{7}, to iteratively determine the vector product. This method is suited to large systems of nonlinear equations because only system function \( f \) evaluations are required, thus allowing the whole scheme to be conducted in a matrix-free manner. However, for good performance of any iterative Krylov method, the system of equations must be well conditioned. In this work we use a static pre-conditioner that is obtained by generating an approximate sparse Jacobian matrix through finite differences, and providing its inverse using an Incomplete-LU Factorisation.

**WALL IN VACUO – ILLUSTRATIVE RESULTS**

We demonstrate the behaviour of our flexible panel operating in vacuo as a validation of the NK method and provide a contrast for later immersed systems. The in-vacuo case is implemented in the FSI model by setting the external force on the wall in Eqn. \textsuperscript{1} to \( F(x,t) = 0 \). By initially releasing the wall in its fundamental mode-one position, a plot of wall deformations in time reveals the expected sinusoidal oscillations in Fig.\textsuperscript{2}. Excellent agreement is found with the theoretical values of oscillation frequency for this and subsequent structural modes.

**INVISCID-FLOW COUPLING**

For very high Reynolds numbers, the flow can be assumed as being purely inviscid and potential flow used as a very good approximation. The Boundary Element Method (BEM) for potential flow is a technique that has been applied to the nonlinear, compliant-wall, potential-flow FSI problem before in \textsuperscript{1} with good success. While the theoretical background of the BEM is not discussed here, it can be obtained from reference texts such as Katz and Plotkin \textsuperscript{8}. The BEM in its standard formulation is an ‘N-body’ method; thus, computational cost scales according to the element numbers by \( O(n^2) \). We use the Fast Multipole Method (FMM) \textsuperscript{9} to perform all field evaluations in an efficient \( O(n \log n) \) matrix-free manner\textsuperscript{2}. Boundary-element strengths are obtained by enforcing

\textsuperscript{1}We interchangeably use condensed notation, \( \ddot{\eta} = \frac{\partial^2 \eta}{\partial t^2} \) and \( \dddot{\eta} = \frac{\partial^3 \eta}{\partial t^3} \).

\textsuperscript{2}The specific FMM implementation features and performance are available in Kapor et al. \textsuperscript{10}. 

---

\( f(\dot{\eta}) = 0 \). This is achieved using a Newton-Krylov (NK) method \textsuperscript{6} that is based upon the use of finite-difference approximations (typically first-order) to the Jacobian-vector product used in Newton’s root-finding method. The advantage of this formulation is that one can use a Krylov subspace method, such as the Generalised Minimum Residual method (GMRES) \textsuperscript{7}, to iteratively determine the vector product. This method is suited to large systems of nonlinear equations because only system function \( f \) evaluations are required, thus allowing the whole scheme to be conducted in a matrix-free manner. However, for good performance of any iterative Krylov method, the system of equations must be well conditioned. In this work we use a static pre-conditioner that is obtained by generating an approximate sparse Jacobian matrix through finite differences, and providing its inverse using an Incomplete-LU Factorisation.

**WALL IN VACUO – ILLUSTRATIVE RESULTS**

We demonstrate the behaviour of our flexible panel operating in vacuo as a validation of the NK method and provide a contrast for later immersed systems. The in-vacuo case is implemented in the FSI model by setting the external force on the wall in Eqn. \textsuperscript{1} to \( F(x,t) = 0 \). By initially releasing the wall in its fundamental mode-one position, a plot of wall deformations in time reveals the expected sinusoidal oscillations in Fig.\textsuperscript{2}. Excellent agreement is found with the theoretical values of oscillation frequency for this and subsequent structural modes.

**INVISCID-FLOW COUPLING**

For very high Reynolds numbers, the flow can be assumed as being purely inviscid and potential flow used as a very good approximation. The Boundary Element Method (BEM) for potential flow is a technique that has been applied to the nonlinear, compliant-wall, potential-flow FSI problem before in \textsuperscript{1} with good success. While the theoretical background of the BEM is not discussed here, it can be obtained from reference texts such as Katz and Plotkin \textsuperscript{8}. The BEM in its standard formulation is an ‘N-body’ method; thus, computational cost scales according to the element numbers by \( O(n^2) \). We use the Fast Multipole Method (FMM) \textsuperscript{9} to perform all field evaluations in an efficient \( O(n \log n) \) matrix-free manner\textsuperscript{2}. Boundary-element strengths are obtained by enforcing
the zero normal-velocity boundary condition at the panel midpoints. This is solved using the GMRES in conjunction with the FMM to allow efficient handling of very large BEM systems.

The fluid-wall coupling is achieved by placing the BEM source/sink panels between the FDM mass nodes that follow the wall’s motion. Where the fluid flow perturbs under the wall’s motion, it offers a response back onto the wall through its corresponding change in pressure. To determine the pressure in the flow field we apply the unsteady Bernoulli equation for potential-flow that is coupled to the wall through the forcing term \( F(x,t) \) of Eqn. (1) as,

\[
F(x,t) = -\Delta \rho (\eta, \dot{\eta}, \ddot{\eta}) = \rho_f \left( -\frac{U_\infty^2}{2} + \frac{\partial \phi}{\partial t} + \frac{U^2 + V^2}{2} \right),
\]

where \( \rho_f \) is the fluid density, \( U_\infty \) is the undisturbed velocity seen in Fig. 1 and the time differential is solved numerically using a standard, second-order backwards difference approximation. \( \phi, U \) and \( V \) are the perturbation velocity potential, horizontal and vertical velocities respectively in the fluid at position \( x \) and are obtained using the BEM and evaluating at panel midpoints. Rewriting the full potential-flow FSI system of equations by substituting Eqn. (4) into Eqn. (1) we have,

\[
\rho h \frac{\partial^2 \eta}{\partial t^2} + B \frac{\partial^4 \eta}{\partial x^4} - T_I \left( \frac{\partial \eta}{\partial x} \right) \frac{\partial^2 \eta}{\partial x^2} = \rho_f \left( -\frac{U_\infty^2}{2} + \frac{\partial \phi}{\partial t} + \frac{U^2 + V^2}{2} \right).
\]

(5)

We note that for the entirety of this work we focus only on walls with both spring backing \( k \) and damping \( d \) set to zero. We couple the entire potential-flow pressure implicitly by moving it to the left hand side of Eqn. (5).

\[
\rho h \frac{\partial^2 \eta}{\partial t^2} + B \frac{\partial^4 \eta}{\partial x^4} - T_I \left( \frac{\partial \eta}{\partial x} \right) \frac{\partial^2 \eta}{\partial x^2} + \rho_f \frac{U_\infty^2}{2} - \rho_f \left( \frac{\partial \phi}{\partial t} - \frac{U^2 + V^2}{2} \right) = 0,
\]

(6)

allowing the full FSI system to be solved implicitly in one sweep of the NK scheme [5].

**INVSCID FSI – ILLUSTRATIVE RESULTS**

We now demonstrate energy-stable, nonlinear divergence instabilities in the potential-flow FSI model. This instability begins with a growth in wall amplitude due to an energy transfer from the fluid caused by a post-divergent flow speed\(^3\). The wall amplitude continues to grow until the nonlinear tension provides sufficient force to overcome the energising action of the fluid, at which point it causes a ‘snap-back’ towards the wall’s neutral position. By simulating the case of \( \rho_f/\rho_\infty = 0.385 \), akin to water flow over a thin aluminium wall, with a wall thickness ratio of \( h/L = 0.01 \), a non-dimensional flow speed\(^4\) of \( \Lambda = 61 \), we can validate our model to the work of [1]. The system is initiated by releasing the wall from its fundamental mode-shape imposed with an amplitude non-dimensionalised by plate thickness of \( A/h = 0.02 \). Figures [3a] and [3b] show a series of wall deformations in non-dimensional time\(^5\) of a single nonlinear wall oscillation using \( N = 64 \) mass nodes. Fig. [3c] shows the trace of the vertical position in time of the central wall node, illustrating the non-linear oscillatory behaviour that is in good amplitude and frequency agreement with [1].

This FSI case also serves as a means of demonstrating the capability of the presented numerical methods (NK,

---

\(^3\)The flow speed from which buckling is induced as a result of the pressure in the fluid exceeding that of the restorative wall forces.

\(^4\)\( \Lambda = \frac{\rho_f U_\infty^2 L}{\rho_\infty} \)

\(^5\)\( f' = \frac{f}{\sqrt{\rho(1-V_\infty^2)}} \)
BOUNDARY-LAYER MODELLING

For finite Reynolds-number flows the effects of viscosity such as the no-slip condition, the attendant formation of a boundary-layer velocity profile, and viscous diffusion must be included in the FSI model. We continue to use the BEM to represent the outer (inviscid) flow behaviour while the effects of the boundary-layer are modelled using the grid-free Discrete Vortex Method (DVM), shown in Fig. 5. In this work we use a parallel-boundary layer model [11] that focuses on the perturbations to a boundary layer that has already established a given thickness ($\delta$). In its unperturbed state, the boundary-layer flow can be modelled using a series of flat shear layers, stacked upon one another to represent the different levels of shear that occur in a boundary layer due to the action of viscosity and the no-slip condition. The computational ‘free-field’ is modelled using Gaussian vortices, while far field effects are modelled by semi-infinite vortex sheets that satisfy the parallel boundary-layer assumptions. To mitigate the ‘N-body’ problem of the DVM, all velocity-field calculations are also performed within the FMM framework. To prevent Gaussian vortices overlapping the wall, we use a ‘near-wall’ region that encapsulates what would be the lowest shear layer. The Gaussian vortices of this layer are replaced by linearised representations of zero-

BEM, FMM and FDM) for studying numerical systems with a very high level of spatial discretisation or degrees of freedom. We compare the computational effort using an algorithm based on the semi-implicit (SI) method of [1] to that of the present method by varying only the level of spatial (FDM) discretisations, based on the simulation presented in Fig. 3. Figure 4a shows the total computational time required for a full three-oscillation simulation using the SI and NK based algorithms. Computational time has been non-dimensionalised to the wall time required for the SI method using 8 nodes, at $T_{C,N=8} = 18.7s$, achieved on a standard desk-top computer (Intel Q9650 3.0GHz processor). Data for $N = 128$ using the SI scheme was estimated based on previous scaling rates because running this experiment would have been infeasible due to its poor scaling ability. Figure 4b shows a further zoomed scale of Fig. 4a to illustrate the linear scaling of NK scheme. While the SI method offers the fastest computation time for the coarsest spatial discretisations, the NK demonstrates vastly superior scaling from mildly increased levels of discretisation. The brief advantage of the SI method for coarse discretisations can be attributed to the inherent overhead that must be amortised within the NK.

FIGURE 3: SIMULATION OF NON-LINEAR DIVERGENCE INSTABILITY FOR INVISCID WATER FLOW OVER AN ALUMINIUM ($\rho_f/\rho_w = 0.385$) PLATE ($h/L = 0.01$) AT $\Lambda = 61$. SERIES OF WALL DEFORMATIONS IN TIME FOR (a) GROWTH AND (b) DECAY PHASE OF A SINGLE CYCLE, AND (c) PANEL MIDPOINT DISPLACEMENT WITH TIME OVER TWO CYCLES.
order vortex panels who are fixed to the motions of the compliant wall. The model is discretised in the vertical (y) direction based on shear layers with a fixed separation of $\Delta y$. The strengths of the shear layers are adjusted to suit the given boundary-layer mean velocity/vorticity profile. Each shear layer is discretised in the horizontal (x) direction by a series of overlapping Gaussian vortices with a spacing of $\Delta x$ and initial core-sizes of $\sigma$. We use a rectangular grid for our initial Lagrangian discretisation, where $\Delta x = \Delta y = h$, with a Gaussian overlap ratio of $\beta = h/\sigma < 1$.

MODELLED VELOCITY PROFILE RESULTS

The mean-flow velocity profile of the unperturbed boundary layer is given by a 4th order Pohlhausen approximation to a laminar Blasius boundary layer,

$$
\frac{U}{U^\infty} = 2 \left( \frac{y}{\delta} \right) - 2 \left( \frac{y}{\delta} \right)^3 + \left( \frac{y}{\delta} \right)^4 , \quad (7)
$$

where $y/\delta$ is the normalised vertical position within the boundary layer and $U/U^\infty$ is the stream-wise velocity normalised to the outer-flow speed. To demonstrate the suitability of the DVM to adequately capture the behaviour of the unperturbed Blasius profile, we take a sample of the velocity generated in a vertical slice above a flat wall. With a linearised sub-layer at $y = 0.15\delta$ the simulated velocity profile is compared to the desired Blasius profile in Fig 6.

FIGURE 4: RELATIVE COMPUTATIONAL TIME REQUIRED TO COMPLETE THREE NON-LINEAR PANEL OSCILLATIONS OF THE DIVERGENCE INSTABILITY IN FIG. 3 FOR VARYING SPATIAL DISCRETISATIONS. (a) STANDARD VIEW, AND (b) ZOOMED-IN TO EMPHASISE THE NK-SCHEMPE PERFORMANCE.

FIGURE 5: SCHEMATIC OF THE FLEXIBLE PANEL INTERACTION WITH A BOUNDARY-LAYER FLOW.

FIGURE 6: UNPERTURBED VELOCITY PROFILE FOR THE DVM-BASED LAMINAR BOUNDARY-LAYER MODEL.

The current arrangement of the DVM captures the desired Blasius velocity profile to a high level of accuracy and results in a numerical error in the displacement thickness of 0.34%.
TRANSIENT FEATURES AND WALL COUPLING

To study the transient behaviour of our boundary-layer model, the vortex particles in the computational ‘free-field’ are time-stepped using a first-order accurate Euler time-stepping scheme. Vorticity injection and deletion occurs in a conservative manner at the domain inlet (left hand side) and exit (right hand side) respectively while vortices are deleted if they convect below the wall. The effects of viscous diffusion are modelled using operator splitting and a viscous core-spreading method \[12\]. To maintain convection accuracy throughout long-time simulations we use a Lagrangian-grid ‘remapping’ scheme using the GMRES \[13\].

To model the impact of the movable, impermeable flexible-plate surface, we use the BEM to enforce the zero normal-flow condition. The resulting zero-order vortex panels. These elements are superimposed on the source/sink panels and are solved simultaneously with the zero normal-flow condition. The resulting injected vorticity at each time-step is then shed back into the computational domain at the lowest free shear layer.

We obtain the viscous flow pressure \(\Delta p_{\mu}\) at the wall through direct numerical integration of the conservation of fluid momentum equations in the y-direction where,

\[
\Delta p_{\mu} = -\frac{\rho_f U_\infty^2}{2}+\int_{+\infty}^{0} \frac{\partial p}{\partial y} dy + \int_{0}^{0} \frac{\partial p}{\partial y} dy
\]

\[
= \Delta p_{\phi, \delta} + \int_{0}^{0} \left( -\rho_f \left( \frac{\partial V}{\partial t} + U \frac{\partial V}{\partial x} + V \frac{\partial V}{\partial y} \right) + \mu \left( \frac{\partial^2 V}{\partial x^2} + \frac{\partial^2 V}{\partial y^2} \right) \right) dy.
\]

The integration begins with the potential flow pressure \(\Delta p_{\phi, \delta}\) evaluated at the theoretical boundary of the inviscid outer flow region at \(y = \delta\), using the unsteady Bernoulli equation from Eqn. (4). The remaining pressure from the viscous region of flow is integrated down through the boundary layer to the wall. Sufficient samples of the velocity-field \((U, V)\) are taken to enable the approximation of all spatial differentials using a 2nd-order accurate central-difference method.

The viscous-flow pressure is coupled to the complaint wall through the forcing term, \(F(x,t) = -\Delta p_{\mu}(\hat{\eta}, \hat{\eta}, \eta)\), in Eqn. (11) as,

\[
\rho h \frac{\partial^2 \eta}{\partial t^2} + B \frac{\partial^4 \eta}{\partial x^4} - T_i \left( \frac{\partial \eta}{\partial x} \right) \frac{\partial^2 \eta}{\partial x^2} = -\Delta p_{\mu}(\hat{\eta}, \hat{\eta}, \eta).
\]

The full viscous pressure cannot be coupled implicitly and solved with the existing NK due to the DVM’s extremely high (relative to other components) computational intensity. We instead solve the system numerically by decoupling the left and right hand sides of Eqn. (9) into a semi-implicit solution method. To avoid the inherent instability of a pure semi-implicit method we take a hybrid approach by solving the left hand side of the equation implicitly (with the NK) while the right hand side is treated as a constant that must be iterated until convergence. In scenarios with high-density (relative to the plate density) fluid loading, the convergence behaviour of this scheme rapidly deteriorates. Thus, we apply a ‘conditioner’, \(\beta \Delta p_{\Psi}\), to both sides of the equation that represents a scaled fluid loading of a hypothetical inviscid flow case. This is evaluated with the flow system treated as purely inviscid using the unsteady Bernoulli equation with all rotational/viscous elements turned off. This improves the conditioning of the semi-implicit iterations, increasing the numerical stability and convergence rate. The selection of this ‘conditioner’ is based on reducing the sensitivity of the semi-implicitly coupled pressure to wall acceleration whereby,

\[
\left| \frac{\partial (\Delta p_{\mu} - \beta \Delta p_{\Psi})}{\partial \eta} \right| << \left| \frac{\partial \Delta p_{\mu}}{\partial \eta} \right| \quad (10)
\]

To further improve convergence rates we adjust the scaling factor (\(\beta\)) dynamically based on the RMS of the inviscid and viscous flow pressures of the previous time-step,

\[
\{\beta\}_i = \sqrt{\frac{\sum_{i=1}^{N} \{\Delta p_{\mu}\}_i}{\sum_{i=1}^{N} \{\Delta p_{\Psi}\}_i}}.
\]

The resulting NK-SI hybrid system with improved conditioning can be expressed as,

\[
\left[ \begin{array}{l}
\rho h \frac{\partial^2 \eta}{\partial t^2} + B \frac{\partial^4 \eta}{\partial x^4} - T_i \left( \frac{\partial \eta}{\partial x} \right) \frac{\partial^2 \eta}{\partial x^2} - \beta \Delta p_{\Psi}
\end{array} \right]_{\text{Implicit NK}}
\]

\[
- \Delta p_{\mu}(\hat{\eta}, \hat{\eta}, \eta)
\]

\[
\left[ \begin{array}{l}
- \Delta p_{\mu}(\hat{\eta}, \hat{\eta}, \eta) - \beta \Delta p_{\Psi}
\end{array} \right]_{\text{Semi-Implicit Iteration}}
\]

The right hand side term now represents a viscous correction that is applied to the implicitly coupled potential flow pressure. This is updated after every application of the NK method until convergence is reached \((t^* = t)\).
BOUNDARY-LAYER FSI – ILLUSTRATIVE RESULTS

Figures 7a and 7b show the nonlinear motion, through one cycle, of a simple elastic panel through divergence occasioned by a boundary-layer flow. The system parameters match that of the previous potential-flow system, with the introduction of a boundary layer thickness of $\delta/L = 0.078$ and a flow viscosity set to that of water. The overall unstable fluid-structure mode is seen to be dominated by the fundamental although slight elements of higher-order mode contribute within its limit-cycle. This behaviour is similar to the potential-flow results of Fig. 3 albeit with a reduced maximum amplitude. Accordingly, the effect of the boundary-layer is to modify, as opposed to change, the divergence of such flexible panels.

Figure 8 illustrates the scaling factor $\beta$ and the various pressure signals ($\Delta p_\mu$, $\Delta p_\Phi$, $\delta$, and $\Delta p_\Phi'$) at the wall midpoint in time. Contrary to the expected attenuating behaviour, the boundary layer amplifies what would be a potential flow pressure signal for times $t' \approx 0.75$. This artefact is a consequence of the time lag between the impulsive initialisation of the wall and the time it takes for the viscous flow to convect/diffuse the disturbances downstream. Consequently, the first growth cycle of the system varies in intensity to the first decay cycle, allowing the wall to fall below its neutral axis for subsequent nonlinear oscillations. When neglecting the effects of the initial disturbance in the flow field, the viscous pressure slowly varies in the vicinity of 85%—RMS of the theoretical potential-flow pressure, thus reducing the maximum oscillation amplitude when compared to Fig. 3.

FIGURE 7: SIMULATION OF NON-LINEAR DIVERGENCE INSTABILITY FOR A BOUNDARY-LAYER ($L/\delta = 12.8$) WATER FLOW OVER AN ALUMINIUM ($\rho_f/\rho_w = 0.385$) PLATE ($h/L = 0.01$) AT $\Lambda = 61$. SERIES OF WALL DEFORMATIONS IN TIME FOR (a) GROWTH AND (b) DECAY PHASE OF A SINGLE CYCLE, AND (c) PANEL MIDPOINT DISPLACEMENT AND PRESSURE WITH TIME OVER ONE CYCLE.

FIGURE 8: MEASURED SCALING RATIO {...} $\beta$ AND PRESSURE SIGNALS IN TIME FOR {SOLID} $\Delta p_\mu$, {-.} $\Delta p_\Phi$, {.-} $\delta$, and {--} $\Delta p_\Phi'$ FOR THE DIVERGENCE INSTABILITY OF A BOUNDARY-LAYER FLOW.
This steady-state reduction in pressure will also cause the divergence-onset speed for a boundary-layer flow to increase. To measure this increase, we use an algorithm that iteratively finds the divergence-onset flow speed based on a binary search and Newton-Raphson method. Figure 9 shows the variation of divergence-onset (critical) flow speed with the boundary-layer thickness. The non-dimensional critical flow speed has been normalised with a potential-flow value of $\Lambda_{cr} = 41$. Reducing the boundary-layer thickness towards zero is seen to make the critical flow speed asymptote to that of the potential-flow case.

**FIGURE 9: DEPENDENCE OF DIVERGENCE-ONSET FLOW SPEED ON BOUNDARY-LAYER THICKNESS.**

**CONCLUSION**

Practicable computational modelling and numerical methods have been developed for the study of the linear two-dimensional fluid-structure interaction of flexible panels in uniform and boundary-layer flows. The key result of the ensuing investigation of panel divergence instability is that potential-flow modelling yields a lower onset flow speed than when boundary-layer shear is included in a full flow model. The present full-flow model also can find application for the simulation of further instabilities such as travelling-wave flutter of a compliant wall and the flow-based Tollmien-Schlichting waves that are responsible for boundary-layer transition in low-disturbance environments.
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ABSTRACT

Vortex-Induced Vibrations (VIV) experiments were carried out with yawed cylinders. The purpose is investigating the validity of the Independence Principle on properly describing the flow characteristics and the dynamics of structures subjected to oblique flow. Five yaw angles in relation to the direction perpendicular to the free stream velocity were tested, namely $\theta = 0, 10, 20, 30$ and $45$ degrees. Both the upstream and downstream orientations were tested. The models were mounted on a leaf spring apparatus that allows experiments with one or two degrees-of-freedom. The Reynolds number based on the component normal to the cylinder axis falls in the range $3 \times 10^3 < Re_n < 1.5 \times 10^4$. Time histories of displacement and hydrodynamic forces were acquired. The results of amplitude and forces coefficients agree very well for yaw angles up to $30^\circ$ for both one and two degrees-of-freedom experiments. Differences in the results for upstream and downstream were observed and were more evident for the higher yaw angle.

Keywords: Vortex-Induced Vibrations, Experiments, Yawed Cylinders.

INTRODUCTION

The flow around a fixed circular cylinder is one of the most studied problems within the fluids mechanics theme. In this case, the adverse pressure gradient leads to the flow separation, and consequently to the formation of two free shear layers with opposite circulations. Accordingly to the model proposed in [1], the interaction between these free shear layers gives rise to the periodic vortex shedding process with a well defined frequency $f_s$.

If the cylinder is free to oscillate, the vortex shedding process can be severely affected by the oscillations, as pointed out in the reviews [2,3]. Considering the problem of a rigid cylinder mounted on an elastic support with natural frequency $f_N$, the lock-in range is the one in which $f_s \approx f_N$.

As a resonant phenomenon, the Vortex-Induced Vibrations (VIV) present the higher values of amplitude (order of one diameter) at the range of reduced velocity $V_R = U_\infty / f_N D$ ($U_\infty$ is the free stream velocity and $D$ the structural diameter) in which the lock-in is observed. Papers [4–7] consists on comprehensive reviews regarding the Vortex-Induced Vibrations phenomenon.

Up to the 2000s, the VIV investigations focused on the problem of a rigid cylinder assembled onto an elastic base free to oscillate just in the direction transversal to the free-stream (cross-flow direction). Defining the mass parameter $m^* = m_s / m_d$ ($m_s$ is the structural mass and $m_d$ is the mass of fluid displaced by the body), the mass-damping parameter $m^* \zeta$ defines not only the maximum amplitude of oscillation (see [8]) but also the aspect of the response curve.

Considering a system with low $m^* \zeta$, the amplitude plot can be split into initial, upper and lower branches. Each of these branches presents particular characteristics of amplitude/frequency of oscillation, hydrodynamic force coefficients and vortex shedding pattern. Further details regarding these aspects can be found in [9,10].

Motivated by the new technological demands, since the early 2000s numerous investigations with a rigid cylinder free to oscillate both in the in-line and cross-flow oscillations have been carried out. In this scenario, one of the most striking results indicates that the in-line oscillations strongly affect the cross-flow amplitude only if $m^*$ is below a critical value (see, for example, the parametric
investigations carried out by [11] and [12]). Moreover, as pointed out by [13, 14] in the case of small mass ratio parameter, there is a new branch defined as "super-upper branch", characterized by a vortex pattern in which two triplets of vortex are shed in each cycle of oscillation (2T pattern).

Despite the numerous investigations regarding the flow around a cylinder, the problem with a yawed cylinder placed in a free stream has received much less focus. Aiming at studying this kind of flow, the most common approach is the Independence Principle (IP). The IP states that the flow characteristics depend only on the component of the free stream velocity normal to the cylinder axis. In this work, the yaw angle $\theta$ is formed between the cylinder axis and the direction orthogonal to the incoming flow velocity. Positive values of $\theta$ refer to the cylinder yawed in downstream orientation, as sketched in FIGURE 1(a).

Theoretical investigations presented in [15] and [16] stress that the IP is a bidimensional approach, i.e., valid under an infinity length cylinder. In this way, there are investigations aimed to check the validity of the IP. Wind tunnel experiments with a tensioned string described in [17] and [18] stressed that the Strouhal number curve is well collapsed by using the IP for values of $\theta$ up to 68$^\circ$.

The experimental investigation described in [19] enlightened some aspects regarding the characteristics of the flow around a fixed and yawed cylinder. The wake is very sensitive to the end conditions, and by manipulating the end plate angles, the wake is parallel to the cylinder axis. Moreover, the validity of the IP is intrinsically related to parallel vortex-shedding.

Others aspects that can also be pointed out is the existence of flow regimes depending on the angle $\theta$ (see [20]) and the broadening of the spectral distribution with the increase of $\theta$ (see [21] and [22]).

Besides the investigations with a stationary yawed cylinder, the forced oscillations were studied either experimentally ([19]) or numerically (see [23] and [24]). Regarding the self-excited oscillations of an yawed cylinder, the experimental investigations carried out by employing both a cantilevered cylinder ([25]) and a rigid cylinder elastically mounted on a one degree-of-freedom support ([26]) showed that the IP very well collapses the reduced velocities in which the lock-in is observed, despite a slight decrease in the maximum amplitude.

The present paper gives continuity to the investigation of VIV on rigid yawed cylinders, for both upstream and downstream orientations. Oscillation amplitudes, as well as force coefficients were evaluated for system constrained to oscillate in one and two degrees-of-freedom (1DOF and 2DOF respectively).

**EXPERIMENTAL ARRANGEMENT**

The experiments were carried out at the recirculating water channel facility at NDF, University of São Paulo. The test section has dimensions $0.70 \times 0.70 \times 7.5m$ and can operate with low level of turbulence ($\approx 2\%$) in free stream velocities up to $U_\infty = 0.40m/s$. The displacements were obtained through laser sensors LEUZE model ODSL 8/V4 and the forces were measured by a ATI (Mini40) load cell.

A leaf-spring elastic base was employed for both 1DOF and 2DOF experiments (see Fig.1(b)). This apparatus were designed by using genetic algorithm and Finite Element Method in order to optimize its parameters for running at the NDF experimental facility. The cylinders were made in aluminium with external diameter $D = 44.45mm$.

For each angle of inclination, the model presents its lower edge parallel to the bottom of the channel. The gap between them is lower than 0.2D. All the experiments were carried out with aspect ratio $L/D \approx 13$ ($L$ is the wet length), mass ratio parameter $m^* = 2.6$ and very low structural damping $\zeta_s \approx 0.1\%$. The range of Reynolds number corrected by using the IP is $3 \times 10^3 < Re_n < 1.5 \times 10^4$.

1 **ANALYSIS METHODOLOGY**

The oscillation amplitudes were calculated by taking the average of the 10% highest peaks recorded in the time history of displacement. The frequencies of oscillation $f_{dx}$ or $f_{dy}$ refer to those with the higher amount of energy in the frequency spectrum. The hydrodynamic forces were normalized by employing the Independence Principle, thus only the component of the free-stream velocity normal to the cylinder axis $U_n = U_\infty \cos \theta$ are considered in equations 1 and 2:

$$C_{D,n}(t) = \frac{2F_D}{\rho U_n^2 DL} = \frac{2F_D}{\rho U_\infty^2 \cos^2 \theta DL}$$  \hspace{1cm} (1)

$$C_{L,n}(t) = \frac{2F_L}{\rho U_n^2 DL} = \frac{2F_L}{\rho U_\infty^2 \cos^2 \theta DL}$$  \hspace{1cm} (2)

Notice that the use of the IP consists of a correction of the forces coefficients evaluated with the free-stream velocity.
ONE DEGREE-OF-FREEDOM RESULTS

The oscillation amplitude curves for all the experiments is presented in FIGURE 2. The results for the non-yawed cylinder agree very well with the ones obtained with the cylinder in 10 and 20 degrees. At these values of $\theta$ and properly considering the values of mass ratio parameter and Reynolds number, the maximum amplitude of oscillation is well compared with the one obtained by using the “modified Griffin plot”, as proposed in [8].

The amplitude plot for $\theta = -30^\circ$ is similar to the case with $\theta = -45^\circ$. In the latter case, the maximum amplitude is slightly lower than the one observed for the cases with $|\theta| \leq 20^\circ$. Besides that, the transition from the “upper branch” to the “lower branch” that occurs at $V_{R,n} \approx 7$ occurs at lower rate.

At this point, an interesting aspect arises. In the case with $|\theta| > 20^\circ$, a difference in the amplitude plot is observed between the cylinder yawed in upstream or downstream orientations, being the oscillation amplitudes consistently higher for the upstream orientations. This difference can be associated to the free-surface aspects, but this aspect deserves a more detailed investigation.

FIGURE 3(a) presents the frequency of oscillation normalized by the natural frequency in still water. As expected, the cases in which there is a good adherence in the amplitude plot, the frequency plot agrees very well.

FIGURE 2: AMPLITUDE OF OSCILLATION (1DOF).

On the other hand, the results for $\theta = +30$ and $+45$, the values of $f_{dy}^\ast$ are, monotonically with $\theta$, higher than the results for $\theta = 0^\circ$. This can be an indicative of differences in the lock-in process. It is worth mentioning that none of the results follow the classical lock-in concept $f_{dy} \approx 1$ because of the low value of $m^\ast$, as stressed, for example, in [6].

FIGURE 3: FREQUENCY OF OSCILLATION (1DOF).

The results of the mean drag coefficient $C_{D,n}$ are presented in FIGURE 4(a). The asymptotic result $C_{D,n} \approx 1.1$ for $V_{R,n} < 3$ and $V_{R,n} > 8$ is observed here, indicating that the drag amplification occurs at the “upper branch”, albeit the values of $A_n^\ast \approx 0.5$ at $V_{R,n} \approx 8$.

Similarly to the oscillation amplitude results, the mean drag coefficient decreases monotonically when $\theta$ is increased. Notice that the maximum value of the mean drag coefficient for the non yawed cylinder is approximately 3 and occurs at $V_{R,n} \approx 5.8$, corresponding to an amplitude of oscillation close to 1. An analogous analysis can be carried out for the condition $\theta = -45^\circ$, obtain-
ing $\bar{C}_{D,n} \approx 2$, corresponding to an amplitude $A_y \approx 0.9$. Taking now $V_{R,n} = 4.5$, i.e., the reduced velocity in which $A_y \approx 0.9$ for no yawed cylinder, the mean drag coefficient is approximately 2.

It is well known that the amplitude of oscillation strongly increases the mean drag coefficient, as stressed in [27] and [10]. Keeping this aspect in mind, the experimental results suggest that the effect of the yaw angle on the mean drag coefficient is caused by the decrease in the amplitude of oscillation in the same manner that occurs for the non-yawed cylinder.

The RMS lift force coefficient $C'_{L,n}$ results are presented in FIGURE 4(b). In spite of the differences observed in the amplitude of response curve, there is a very good adherence for all the conditions tested. Despite the different elastic apparatus employed, [26] reported similar behavior for both the lift force coefficient and amplitude of response plot.

**FIGURE 4: FORCE COEFFICIENT (1DOF).**

**TWO DEGREES-OF-FREEDOM RESULTS**

The amplitude of oscillation as a function of the corrected reduced velocity is shown in FIGURE 5. The results for the non-yawed cylinder agrees very well with those presented in [14]. Both the amplitude of in-line (FIGURE 5(a)) and cross-flow (FIGURE 5(b)) oscillations are well collapsed by using the IP for yaw angles up to $|\theta| = 30^\circ$. Moreover, not only the range of reduced velocities is corrected, but also the amplitudes present marked similarity in this range of $\theta$. Notice that, for $\theta = 30^\circ$, there are some differences between the results for upstream and downstream. Considering $\theta = 45^\circ$, this difference becomes more pronounced, being the amplitude for upstream higher than those for downstream.

**FIGURE 5: AMPLITUDE OF OSCILLATION (2DOF).**

FIGURE 6 presents the frequency of response plot. Similarly to the results of amplitude, the cross-flow frequency of oscillation, shown in FIGURE 6(a), the $f_{dy}$ plot is very well collapsed for angles up to 30 degrees. As $\theta$ is increased from 30 to 45, the values of $f_{dy} = f_{dy}/f_N$...
at the “super upper branch” gradually depart from the results obtained with small yaw angles, being closer to the ones from the 1DOF experiments.

Besides the low amplitude of in-line oscillations at the “super upper branch” for \(|\theta| = 45^\circ\), the ratio \(f_{dx}/f_{dy}\) is equal to one, as can be found in FIGURE 6(b). As pointed out in [14], the twice in-line frequency is related to the \(2T\) vortex pattern, suggesting a change in the vortex patterns caused by the yaw angle. This fact can also explain the lower values of \(A_n^s\) if compared to the non-yawed results.

\[
f_{dx}/f_{dy} = \frac{f_{dy}}{f_{N}}
\]

(b) Cross-flow.

FIGURE 6: FREQUENCY OF OSCILLATION (2DOF).

A more detailed discussion regarding the frequency distribution can be carried out by looking at the time histories at the “super upper branch”. FIGURE 8 presents the time histories of displacement for the in-line and cross-flow directions (\(x^s(t)\) and \(y^s(t)\) respectively) for the conditions \(\theta = 0^\circ\) and \(\theta = -45^\circ\).

For the no yawed cylinder, the spectrum from the cross-flow time series (FIGURE 7(a)) is clearly narrow-banded with a dominant frequency \(f_{dy} \approx 0.8f_N\). The spectrum obtained from \(x^s(t)\) (FIGURE 7(b)) is also narrow-banded, but the dominant frequency is twice the as that for cross-flow one. This aspect leads to the classical 8-shape Lissajous plot characteristic to the “super upper branch” as outlined by [14].

In turn, the cross-flow spectrum (FIGURE 8(a)) for \(\theta = -45^\circ\) is also narrow-banded, but there is some energy leak to the vicinity of the dominant frequency. This leak is also observed in the in-line spectrum (FIGURE 8(a)), but the dominant frequency is the same as that of the cross-flow oscillation. Thus one can assert that the cylinder yawed at 45 degrees does not reach the “super upper branch”, and the vortex shedding pattern is distinct from the \(2T\).

FIGURE 7: TIME HISTORIES - \(\theta = 0^\circ\).

Following the methodology adopted in the 1DOF experiments, the hydrodynamic forces were normalized as stated by the IP and the results are presented in FIGURE 9. Similarly to the cross-flow amplitude of response, the maximum mean drag coefficient \(C_{D,n}\) monotonically decreases by increasing the yaw angle. Notice that the asymptotic results for a fixed cylinder \(C_{D,n} \approx 1\) is recovered here for \(V_{R,n} > 10\). The only exception is the case \(\theta = +45^\circ\), and can be explained by the high cross-flow
peak of $A_y^*$ for $\theta = 0^\circ$, the ratio between the maximum values of $C_{L,n}'$ is close to 30%.

![Figure 8: Time Histories - $\theta = -45^\circ$.](image)

Conversely to the results of amplitude and mean drag coefficient, the RMS of the corrected lift force coefficient is no monotonic. It is worth mentioning that no monotonic behavior of the flow characteristics around a fixed yawed cylinder was reported in [20]. Another aspect that should be pointed out is the fact that, although the maximum cross-flow amplitude for 45° reaches 70% of the amplitude ($A_y^* \approx 0.8$) that amplifies the mean drag force, as pointed out in [27].

![Figure 9: Force Coefficient (2DOF).](image)

**FINAL REMARKS**

The results for the yawed cylinder in 1DOF and 2DOF were found to be partially similar to the ones observed for the non yawed case. The Independence Principle (IP) has proved to be useful to correct the range of reduced velocities in which the higher amplitudes of oscillation are observed. Both the amplitudes of oscillations and the forces coefficients present marked similarity for yaw angles up to 20 degrees. For yaw angles higher than 20°, differences between upstream and downstream results arise, and become more pronounced with the increase of $\theta$.

The hydrodynamic forces were evaluated by using the correction proposed by the IP, i.e., employing the component of the free stream velocity normal to the cylinder axis. For the one degree-of-freedom, the dependence of the corrected mean drag coefficient on the amplitude of oscillation is the same for the no yawed cylinder and the cylinder yawed at 45°. The corrected root-mean square lift force coefficient is very similar for all the angles tested.

For the two degrees-of-freedom experiments, the root-mean square lift force coefficient plot is not collapsed by using the IP. The maximum $C_{L,n}'$ for 30° is 30% of the one from the no yawed case, although the maximum amplitude differs only by 30%.

Further works will include flow visualizations using the Particle Image Velocimetry technique aiming at a better description of the wake from yawed cylinders. The
free-surface effects and their relation with the difference between upstream and downstream results is under investigation.
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ABSTRACT
In this paper, vortex-induced vibration and galloping instability, which is one of self-controlled cross-flow vibrations, is studied in relation to Karman vortex (KV) of non-yawed and yawed circular cylinder in smooth flow. Vortex of bluff body is classified into conventional KV, impinging shear layer related vortex (IMPV) and motion-induced vortex (MIV), then their mutual fluid dynamic interaction. Unsteady galloping, in particular, is studied to verify the unsteady response of yawed cable with yawed angle of 45° from the point of flow field of flow-reattachment and its undulation effect, basing on the experimental data on rectangular cylinders with various side ratios with fixed splitter plate in a wake. Furthermore, bias flow appearance is introduced in relation to weakened KV.

INTRODUCTION
In this study, Karman vortex is defined as alternative vortex shedding with shedding frequency characterized by Strouhal number for stationary state. Complex vortex characteristics near \( Vr=1/St \) has been clarified by Williamson and Roshko[1] and sequentially many studied has carried out, including Laneville and Brika[2] and Zasso, Belloli and Muggiasca[3]. On the other hand, Okajima[4] experimentally obtained \( St(D) \) (Strouhal number) of rectangular cylinder with various side ratios, \( B/D(\text{B:along length, D:depth of body}) \). \( St \) changes associated to \( B/D \) drastically near \( B/D=2.8 \) and \( B/D=5-6 \) corresponding to the change of flow patterns around cylinders, those are steady-separated flow type, unsteady-separated flow type, it means intermittently flow reattaches on the cylinder, and steady flow reattach type. Depending on these flow types, particular vortex exists. Well known KV is generated in steady-separated flow type, on the other hand, IMPV is generated in steady flow reattachment type. In particular, multiple Strouhal numbers exist between \( B/D=2 \) and 2.8 as shown in Fig.1.At these \( B/D \) ranges, conventional KV, simultaneous symmetrical vortex with twice of \( St \) of KV, or IMPV should intermittently appears. On \( St(B) \)(defined as \( fB/V \)) of IMPV has been verified to be 0.6 for H-shaped sections between \( B/D=2 \) and 8 by Nakamura, Hirata and Urabe[5] and for rectangular cylinder little bit smaller than 0.6 between \( B/D=3 \) and 6 by Shimada[4], Nakamura et.al.[5], and Shiraishi and Matsumoto[6]. Fig.2 shows the IMPV of stationary H shaped section with \( B/D=5 \) (by Nakamura and et.al.[7]), the alternative vortex in a wake is almost identical to conventional KV of circular cylinder as shown in Fig.3.

Fig.1 St(D) of rectangular cylinders (Shimada[4])

Fig.2 IMPV of stationary H-shaped cylinder with B/D=5 (Nakamura and Nakashima[7])
On the other hand, complex vortex structures, which consist of KV and MIV, of H-shaped section with B/D=5 during cross flow forced vibration with y0/D= at Vr= (by Nakamura and Nakashima[7]) are significantly similar to the ones of circular cylinder at y0/D=0.37 and Vr=0.965(1/St) (Dallaire, Questa-Lavoie, Filion, Laneville and Van Dyke[8]) as shown in Fig.4.

(a) H-shaped cylinder with B/D=5 at forced heaving vibration with y0/D=0.19D, Vr=1.34(1/St) (Nakamura and Nakashima[7])

(b) Circular cylinder at heaving forced vibration with y0=0.37D and Vr=0.965(1/St) (Dallaire, Questa-Lavoie, Filion, Laneville and Van Dyke[8])

Fig.4 complex vortex structures of KV and MIV (for circular cylinder) and of IMPV and MIV (for H-shaped cylinder)

On the galloping instability basing on den Hartog criterion[9], Bearman and Trueman[10] and Nakamura and Tmonari[11] individually clarified the substantial generation mechanism of negative lift slope of bluff bodies, those are “inner circulatory flow”, generated by significant fluid interaction between separated shear flow and sharp trailing edge of body (Bearman and Trueman[10]) and “reattachment type pressure distribution flow” (Nakamura and Tmonari[11]), respectively. Negative lift slope is also observed for thin airfoil such as NACA0012 at stalling angle. Rinoue[12] studied in detail on the separation bubble structure of airfoil at angle of attach larger than critical stalling angle, classified into “short bubble” which produces more intensive negative pressure, and “long bubble “, which appears by “burst” from “short bubble”. The galloping instability of transmission line with snow has been studied on generation of negative lift force in relation to flow reattachment and formation of separation bubble at particular angle of attack. (Shimizu, Oka and Ishihara[13], Matsumiya, Nishihara and Shimizu[14]).

Fig.5 negative lift slope of transmission line with snow caused by flow reattachment (Matsumiya, Nishihara, and Shimizu[14])

These galloping instabilities described above are generated in relation to negative lift slope, that is den Hartog criterion, in another expression, they are “quasi-steady galloping”. However, galloping instability can be
excited in no relation to negative lift slope. Rectangular cylinders with less than B/D=0.75 at lower reduced velocity than Vr=1/St (Nakamura and Hirata[5]), rectangular cylinders with fixed splitter plate in a wake and yawed or inclined cylinder shows like galloping vibration. First one is called as “Low speed galloping (LSG), and they explained its generation mechanism is non-fluid memory, it means deformed separated shear flow by body motion can generate “flow reattachment pressure distribution flow. For rectangular cylinder with a fixed splitter plate, it has been known that a splitter plate in a wake can make KV weakened/ mitigated, then the undulation flow in near wake can excite galloping by the fluid dynamic unsteady effect as fluid memory, it means phase of flow and body motion. On appearance of cross flow vibration like galloping of yawed/inclined circular cylinder can be excited by axial flow generated in near wake (Matsumoto, Yagi, and et.al.[15]). Furthermore, yawed circular cylinder shows, in unsteady, cross flow response when KV is mitigated (Matsumoto and et.al.[16]). All of these cross flow response are called as “unsteady galloping (UG)” in contrast to “quasi-steady galloping(QG)” On “bias flow” of symmetrical sections has been studied for side-by-side rectangular cylinder (Okajima[17], Alam and Zhou[18], Matsumoto and et.al[16]), circular cylinder at critical Reynolds number (Recr) (Shewe[19], Macdaonalds[20], Liu[21], Basu[22], Sato[23], Matsumoto[24]), circular cylinder with symmetrical protuberances (Matsumoto[16]), and circular cylinder with movable splitter plate in a wake(Cimbala and Carg[25]) (Assi, Bearman and Kitney[26]).

HYBRID VORTEX STRUCTURES OF CIRCULAR CYLINDER AT NEAR Vr=1/St

The unsteady lift forces of circular cylinder under cross flow forced vibration with f0=2.5Hz, y0/D=0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.75, 0.8, 0.85 and 0.9 and 0.2at near Vr=St, with velocity step of Δ=0.01m/s. wind velocity and amplitude of forced vibration. Therefore the unsteady lift forces at totally 803combinations of amplitude and velocity. The band-passed filtered unsteady forces against KV frequency, f_k±0.2Hz where f_k is defined by St=0.2.

Fig.6. KV component in unsteady lift force of circular cylinder exists during forced vortex-induced vibration (dotted area is intensive KV zone and red small circle indicates V-A diagram obtained from unsteady derivatives H1*)

As shown in Fig.6, KV component clearly exists during forced cross flow vibration. It means KV is not locked in MIV, in general called as lock-in. Therefore “lock-in” phenomenon does not occur in vortex induced vibration, of circular cylinder. Red circle in Fig.6, indicates V-A diagram obtained by unsteady aerodynamic force H1* as shown in Fig.7. This V-A diagram shows good agreement with the result obtained by Brika and Laneville[28]. From Fig.6, response induced by MIV seems avoiding the intensive KV zone. KV, in consequence, might kick around to MIV as fluid interference. On the other hand, interference of KV on MIV of a circular cylinder can be verified by change of the peak amplitude of MIV vortex-induced vibration under suitably controlled KV intensity in a wake. Perforated splitter plates with opening ratio(OR) from 0% (solid splitter plate) to 100% (without splitter plate) by every 10% pitch were used for changing mitigation level of intensity of KV in near wake. The length of splitter plate is 14D(D=50mm) and the gap between cylinder and splitter plate was 0.1D. (Matsumoto and et.al.[16])

![Fig.7 Fluctuating lift force coefficient CL’ generated by KV v.s. opening ratio of splitter plate diagram](Image)

As shown in Fig. 7, increasing OR of splitter plate, CL’ drastically decreases. Then maximum amplitude of MIV vortex-induced vibration increase with OR between OR=100% and 50%.
From these results, it is cleared that on the interference between MIV and KV, KV mitigates MIV. This characteristic of KV on MIV is identical feature indicated in Fig.6. On interaction between MIV and IMPV, heaving vortex-induced vibration of a rectangular cylinder with B/D=4 without/with a solid splitter plate with 3B length and 0.1B gap between splitter plate and cylinder. Matsumoto, Yagi, Tamaki and Tsubota[27]) is not so affected by a splitter plate in a wake as shown in Fig.9. It is natural taking into account of the formation of IMPV on side-face of cylinder, not in a wake. Thus, Interaction between MIV and IMPV might be not significant, however, it should be noted that torsional MIV vortex-induced vibration begins at Vr=(2/3)(1/0.6)(B/D), not at Vr=(1/0.6)(B/D), which is for the one of heaving MIV vortex-induced vibration characterized by IMPV. (Shiraishi and Matsumoto[6])

Fig.8 Change of cross-flow response of circular cylinder by change of opening ration of splitter plate top of right: OR=100%, top of right:OR=70%, bottom of left: OR=40%, bottom of right:OR=0%)

UNSTEADY GALLOPING

Den Hartog Criterion, that is dCF/dα<0, has been widely well known that it definitely characterizes the appearance of galloping instability. Parkinson succeeded to beautifully explain the non-linear behavior of galloping instability of square cylinder by use of Krylov-Bogoliubov method. (Parkinson and Brooks[28]) However, a rectangular cylinder with B/D=0.3, or B/D=0.4 with a splitter plate shows dCF=0, galloping instability appears. Also in the case of “Low Speed Galloping”(LSG) studied by Nakamura and Hirata[, bluff rectangular cylinders with less than B/D<0.75, show galloping at lower reduced velocity than Vr=(1/St), though not showing sCF/dα<0., as described before. If quasi-steady is satisfied, from the analogy of lift force induced by heaving velocity (dy/dt) between (dCF/dα) and Scanlan derivative(Scanlan and Tomko[29]), H1*, associated to heaving velocity, dy/dt, the following formula can be obtained.

\[
H1^* = (1/\pi)(-dCF/d\alpha)Vr (1)
\]

Where, Vr=V/b0 (V: wind velocity, b:half chord length, b=B/2, \(\alpha\):circular frequency of heaving motion)

It means H1*>0 corresponds to dCF/dα<0. In another expression, galloping instability appears when H1*is positive. H1* can be directly measured from free vibration test or forced vibration test. Furthermore, comparing H1* directly measured and the one obtained from equation (1) based on dCF/dα measured from static test, one can discuss how to satisfy quasi-steady condition. Fig.10 shows dCF/dα of rectangular cylinder with B/D between 0.3 and 2.0 without/with splitter plate (with 18D length and 0.06D gap between cylinder and splitter plate). Rectangular cylinders with splitter plate with B/D=0.5, 0.4 and 0.3 shows dCF/dα<0, however they shows H1*>0, it means galloping appearance. On the other hand, even though rectangular cylinders between B/D=0.6 and B/D=0.9 shows dCF/dα<0, but their absolute values are definitely small, that is almost zero. All of these cylinders with a splitter plate show galloping instability. These data clearly indicate that galloping of these cases can be excited independently den Hartog criterion, therefore galloping of these types can be said to be “unsteady galloping (UG)”, in contrast to “quasi-steady galloping(QG)” characterized by den Hartog criterion. The fluctuating lift coefficient CL of rectangular cylinders with various sider ratios, B/Ds caused by KV is drastically suppressed by splitter plate as shown in Fig.11 by interruption of fluid communication between two separated shear layers. On generation mechanism of UG of rectangular cylinder with splitter plate, the undulation of separated shear flow from vibrating cylinder, caused by effect of “fluid memory” which should be produced by KV mitigation in near wake, would generate exciting lift

Fig.9 MIV vortex-induced vibration of rectangular cylinder with B/D=4

Fig.10 MIV vortex-induced vibration of rectangular cylinder with B/D=4
force with significant phase lag between lift and heaving motion of cylinder. LSPG is caused by no fluid memory (Nakamura, Hirata and Urabe[5]). As an example, CF-α diagram and H1* of rectangular cylinder with B/D=0.3 without/with splitter plate are shown in Fig.12.

Fig.10. CF-α diagram and their H1*-Vr diagram of rectangular cylinder without a solid splitter plate and with a splitter plate

Fig. 11 Fluctuating lift coefficient CL’ generated by KV of rectangular cylinders with various side ratios without/with a splitter plate.

(a) CF-α diagram

(b) H1* diagram

Fig.12 CF-α diagram and H1* diagram of a rectangular cylinder with B/D=0.3 without(black line)/with(red line) a splitter plate (blue line in Fig.(b) : obtained by Theodorsen Function)

CROSS FLOW RESPONSE OF YAWED CIRCULAR CYLINDER

A yawed circular cylinder with β=45° shows galloping instability at high reduced velocity as shown in Fig. 13.

Fig. 13 Cross-flow response of yawed circular cylinder with β=45° in smooth flow(Sc=1.138 at 2y0/D=0.2)

The galloping is generated by an intensive axial flow in near wake(Matsumoto[30]). The axial flow in near wake of yawed cable can be simulated by perforated(30% perforation) splitter plate with 4D length and 0.1D gap between cylinder and splitter plate installed in near wake of non-yawed (β=0°) cylinder. Fig. 14 shows comparison of PSD and wavelet value of fluctuating lift of yawed(β=45°) cable and non-yawed cylinder(β=0°) with perforated splitter plate. Cross-flow response of non-yawed cylinder with a perforated splitter plate is shown in Fig. 15. Though there are some differences in cross-flow response, this perforated splitter plate might simulate fluid dynamic role of the axial flow from global point of view. Taking into account of generation, by a splitter plate, of dCF/dα<0 but extremely small absolute value of dCF/dα and significant suppression of KV, galloping instability of yawed cylinder and non-yawed cylinder with a perforated splitter plate should be UG. From experiments it has been
clarified that perforated splitter plate to non-yawed cylinder and axial flow generated by yawing angle can remarkably reduce of peak fluctuating lift by KV by less than 1/3000 and 1/100, respectively.

(a) Yawed \((\beta=45^\circ)\) cylinder

(b) Non-yawed \((\beta=0^\circ)\) cylinder with perorated splitter plate

Fig.14 PSD and wavelet of fluctuating lift of yawed and non-yawed with perforated splitter plate

Fig.15 Cross flow response of non-yawed cylinder with perforated splitter plate \((Sc=7.618 \text{ at } 2y_0/D=0.2)\)

(a) Test view of test of yawed cylinder

(b) cross flow response of yawed cylinder

Fig.16 Test view and cross-flow response of yawed \((\beta=45^\circ)\) circular cylinder

Fig. 16 shows test views of yawed \((\beta=45^\circ)\) circular cylinder and its cross flow response. Looking at response with unsteady amplitude near at \(V=4 \text{ m/s}\), response appears when KV is mitigated as indicated in Fig. 17.

(b) STD subtracted by its mean value of STD in 100sec of fluctuating velocity time-averaged by 5.0sec \((f_k=8.0-10.5)\) (measured position \(x/L=0.25, y/D=1.0, z/D=1.25\)) (bottom red data)

Fig. 17 Cross flow response of yawed \((\beta=45^\circ)\) cylinder related to unsteady change of KV intensity

The unsteady change of KV intensity must be caused by unsteady characteristics of axial flow in near wake, corresponding to low frequency peak of PSD of lift force shown in Fig. 14(a). The intensity of axial flow becomes intensively, KV must be weaker, then UG can be more sensitively excited. In another expression, unsteady cross flow response at lower reduced velocity than evident galloping appearance might be UG.

Other phenomena related to KV

As the other phenomena related to KV on bluff bodies, “bias flow” for bluff body with symmetrical shape, “bi-stable flow”, and “Bifurcation” characteristics of vortices would be listed. All of these are caused by non-stationary flow separation and reattachment of separated shear layer. Study on these is substantially important to understand the complicate bluff body aerodynamics. However
because of space, these are discussed in another chance.

**Conclusion**

Conclusion in this paper is as follows:

1. On aerodynamic interaction between KV and MIV of circular cylinder, peak amplitude of vortex induced vibration related to MIV significantly increases with decreasing KV intensity in near wake.

2. On the other hand, on the interaction between IMPV and MIV, peak amplitude of vortex induced vibration related to MIV is less affected by mitigation of KV(alternative vortex shedding) in near wake, because of generation of both vortices on side-face of body.

3. Unsteady galloping(UG) is introduced. UG appears completely free from den Hartog Criterion, and it would be generated by “undulation” of shear separated flow as “fluid memory” under mitigation of KV. Galloping of circular or rectangular cylinders with splitter plate in a wake would be classified to UG. Low Speed Galloping(LSPG) studied by Nakamura might be a kind of UG, though its mechanism is non-fluid memory at lower reduced velocity than \( \text{Vr}=1/\text{St} \).

4. Aerodynamic characteristics of yawed(\( \beta =45^\circ \)) circular cylinder is caused by axial flow generated in near wake. This axial flow can be simulated by a perforated splitter plate with 4D length and 30% perforation for non-yawed cylinder. Then it is verified that the similarity of aerodynamics between yawed(\( \beta =45^\circ \)) cylinder and non-yawed cylinder with perforated splitter plate in a wake.

5. The unsteady amplitude of cross flow response of yawed cylinder at lower reduced velocity than onset of divergent type galloping would be UG caused by unsteady intensity axial flow in a wale.
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ABSTRACT

A slender deformable body placed in a cross-flow may exhibit oscillations due to the unsteady forces caused by the vortex formation in its wake. The occurrence of such vortex-induced vibrations for a flexible cylinder of aspect ratio 50 and immersed in a current inclined at 60° with respect to the plane perpendicular to its axis, is investigated by means of direct numerical simulation, at a Reynolds number equal to 500. The analysis of the coupled fluid-structure system behavior shows that the inclined flow properties and resulting forces and structural responses are very similar to the cross-flow problem, where only the component of the oncoming flow velocity normal to the cylinder is considered (no inclination); the independence principle is thus validated in the present case.

INTRODUCTION

A bluff body immersed in a cross-flow is subjected to unsteady forces due to the vortex shedding in its wake. If the body is flexible or flexibly mounted, these forces can lead to vibrations. The phenomenon of vortex-induced vibrations (VIV) occurs in a number of physical problems, especially in the context of long flexible cylindrical structures employed in civil and ocean engineering, such as cables or risers. The case of a rigid circular cylinder free to move, or forced to oscillate within a uniform cross-flow, has shed light on the principal VIV mechanisms [1–4]. It has been shown that self-excited but self-limiting, large amplitude oscillations occur when the vortex shedding and the structural vibration frequencies coincide, a condition of wake-body synchronization referred to as lock-in.

Previous works concerning flexibly mounted rigid cylinders have shown that vortex-induced excitation through lock-in may also occur when the body is exposed to an inclined oncoming flow [5], even at angles of incidence larger than 50° [6]. Several studies have investigated the possibility of comparing the inclined flow case to the normal incidence case by considering the component of the oncoming flow velocity normal to the cylinder, thus assuming a negligible impact of the axial flow component [7]. This approach, referred to as cosine law or independence principle (IP), is not valid for the prediction of the principal flow features (e.g. vortex shedding frequency, fluid force coefficients) at large angles of incidence, in the case of stationary cylinders [8, 9].

In contrast, [5,6,9,10] showed that for rigid cylinders oscillating in inclined flow, the use of the IP is appropriate over a wide range of incidence angles, especially for the estimation of the wake-body synchronization window.

The increased complexity of the VIV phenomenon in the case of slender flexible bodies immersed in normal uniform and sheared currents has been analyzed in recent experimental and numerical works [11–15] but the impact of flow inclination in this context still remains to be studied.

The objective of this work is to quantify through high-resolution numerical simulations the influence of the axial component of the flow on the mechanisms of distributed fluid-structure interaction, which were previously studied for the normal incidence case; and to assess the validity of the IP in the case of flexible bodies.

FORMULATION AND NUMERICAL METHOD

The flow past a flexible cylinder of circular cross-section is predicted using direct numerical simulation of the three-dimensional incompressible Navier-Stokes equations. The cylinder of length to diameter aspect ratio 50, pinned at both ends and free to oscillate in both directions, is immersed in a uniform current at 60° of incidence with respect to the plane perpendicular to the cylinder axis. For comparison purpose, a normal incidence case, where the axial component of the oncoming flow is...
removed, is also considered. In the following, all physical variables are non-dimensionalized using the cylinder diameter $D$ and the inflow velocity magnitude $U$. The Reynolds number (Re) based on $D$ and $U$ is equal to 500.

The cylinder mass ratio, defined as $m = \rho_c/\rho_f D^2$, where $\rho_c$ is the cylinder mass per unit length and $\rho_f$ the fluid density, is set to 6. The constant tension and damping of the structure are designated by $T$ and $K$. The displacements of the cylinder in the direction of the inflow component normal to the body (in-line direction, $x$) and in the transverse direction (cross-flow direction, $y$) are denoted by $\zeta_x$ and $\zeta_y$. The sectional drag and lift coefficients are defined as $C_x = 2F_x/\rho_f DU^2$ and $C_y = 2F_y/\rho_f DU^2$, where $F_x$ and $F_y$ are the in-line and cross-flow dimensional fluid forces. The structural dynamics are governed by forced vibrating string equations, expressed as follows in non-dimensional form:

$$\frac{\partial^2 \zeta}{\partial t^2} - \omega^2 \frac{\partial^2 \zeta}{\partial z^2} + \frac{K}{m} \frac{\partial \zeta}{\partial t} = \frac{1}{2m} C,$$

where $\zeta = [\zeta_x, \zeta_y]^T$ and $C = [C_x, C_y]^T$. $t$ denotes the non-dimensional time variable. The string phase velocity, $\omega = \sqrt{T/m}$ is set equal to 4.55. The structural damping is set equal to zero ($K = 0$) to allow maximum amplitude oscillations.

The parallelized code Nektar, based on the spectral/hp element method [16], is used to solve the coupled fluid-structure system. Validation studies of the numerical method have been reported in previous works concerning similar physical configurations [15, 17]. A boundary-fitted coordinate formulation is used to take into account the cylinder unsteady deformation. The computational domain extends $50D$ downstream, and $20D$ upstream, above, and below the cylinder. A two-dimensional grid of 2175 elements with Jacobi polynomials of order $p = 7$ is used in the $(x,y)$ planes. In the $z$ direction, 1024 planes (512 complex Fourier modes) are used. The present simulations involve approximately $0.6 \times 10^9$ degrees of freedom.

**STRUCTURAL RESPONSES**

The flexible cylinder immersed in inclined flow exhibits large standing wave vibrations in the in-line and cross-flow directions, as illustrated in Fig. 1 by selected time series of the displacements along the span. The root mean square (RMS) values of the displacements are plotted in Fig. 2 for the inclined and normal flow configurations. Similar vibration amplitudes are noted in both cases. The excited structural wavenumbers are also similar. The ratio between the maximum values of the cross-flow and in-line displacements, equal to 3.5 approximately, is comparable to the values reported in previous studies concerning low-wavenumber vibrations of flexible cylinders in normal currents [18].

**FIGURE 1:** TEMPORAL EVOLUTION OF THE (a) IN-LINE DISPLACEMENT FLUCTUATION AND (b) CROSS-FLOW DISPLACEMENT ALONG THE CYLINDER SPAN.

The vibration frequencies, non-dimensionalized us-
The magnitude of the normal component of the flow velocity, are analogous in the inclined and normal flow cases, as shown in Fig. 3. A frequency ratio of 2 can be noted between the in-line and cross-flow responses. The following dispersion relation may be used to estimate the natural frequency \( f \) associated with the structural wavenumber \( k \):

\[
f = k \omega \sqrt{\frac{m}{m + \frac{\pi}{4} C_m}},
\]

(2)

where \( C_m \) is the added mass coefficient induced by the fluid forces in phase with the cylinder acceleration.

The natural frequencies, normalized by the normal flow velocity component, and associated with the in-line and cross-flow excited wavenumbers, for \( C_m = 1 \), are indicated by red dashed lines in Fig. 3. The actual peaks are close to the estimated natural frequencies.

The phase difference between the in-line and cross-flow displacements controls the shape and orientation of the cylinder trajectories in the plane perpendicular to the span. The phase difference between responses occurring with a frequency ratio of 2 can be defined as \( \Phi_{xy} = [\phi_x - 2\phi_y, \text{mod } 360^\circ] \), where the instantaneous phases of the in-line and cross-flow responses (\( \phi_x \) and \( \phi_y \), respectively) are determined by means of the Hilbert transform.

\[ \Phi_{xy} \]

Values of \( \Phi_{xy} \) in the range \( 0^\circ - 180^\circ \) (\( 180^\circ - 360^\circ \) respectively) correspond to ‘figure eight’ orbits where the body moves upstream (downstream respectively) when reaching the cross-flow oscillation maxima. These two types of trajectories are referred to as ‘counter-clockwise’ and ‘clockwise’, respectively [19]. The spanwise evolution of the histogram of \( \Phi_{xy} \) in the inclined flow case is plotted in Fig. 4(a). As expected in the case of standing wave vibrations, the phase difference exhibits a discontinuous spanwise pattern. The structural response is dominated by crescent-shaped orbits (\( \Phi_{xy} \approx 0^\circ, \Phi_{xy} \approx 180^\circ \)). The normal flow case exhibits a very similar synchronization pattern (Fig. 4(b)).

**Wake Patterns and Fluid Forces**

The PSD of the cross-flow component of the flow velocity, \( v \), in the wake, is used to identify the vortex shedding frequency. The span-averaged PSD of \( v \) associated with the inclined and normal inflow profiles are presented in Fig. 5. In these plots, the predominant cross-flow vibration frequencies, identified in Fig. 3, are indicated by red dashed lines. In both cases, the vortex formation and the body cross-flow oscillation are synchronized and it can be
verified that the lock-in condition is established along the entire span.

Despite the high angle of incidence, the vortex rows forming downstream of the cylinder remain mainly parallel to the body, and the wake patterns appear similar to those observed in the case of normal flow, as illustrated in Fig. 6 by means of instantaneous iso-surfaces of the spanwise vorticity. This corroborates the observations made in the case of rigid cylinders oscillating under wake-body synchronization condition [9].

The spanwise evolutions of the time-averaged in-line force coefficient and of the RMS value of the cross-flow force coefficient are presented in Fig. 7. In these plots, the fluid forces are non-dimensionalized by the normal component of the inflow velocity. The force coefficients reach high magnitudes compared to the values reported for a stationary cylinder. The span-averaged value of the mean in-line force coefficient is equal to 2.1 in the inclined flow case versus 2 when the inflow axial component is removed. Larger peaks of the cross-flow force coefficient can be identified in the normal flow case; however both cases exhibit relatively similar trends along the span.

The effective in-line and cross-flow added mass coefficients due to the fluid forces in phase with the body acceleration are determined as follows:

\[
C_{xm} = -\frac{2}{\pi} \frac{\langle \ddot{C}_x \frac{\partial^2 \zeta_x}{\partial t^2} \rangle}{\left( \langle \frac{\partial^2 \zeta_x}{\partial t^2} \rangle \right)^2}, \quad C_{ym} = -\frac{2}{\pi} \frac{\langle C_y \frac{\partial^2 \zeta_y}{\partial t^2} \rangle}{\left( \langle \frac{\partial^2 \zeta_y}{\partial t^2} \rangle \right)^2}.
\] (3)

As can be observed in Fig. 8, \(C_{xm}\) and \(C_{ym}\) exhibit substantial spanwise modulations and comparable behaviors in the inclined and normal flow cases. It is interesting to note that the variability of the effective added mass, and its departure from the potential flow value of 1 in both directions, does not induce significant differences between the excited frequencies and the natural frequencies determined through the dispersion relation (2). Spikes are noted near the local minima of the response envelopes (‘nodes’) in the inclined flow case. The absence of such spikes in the normal flow case can be related to larger displacement amplitudes in these regions, as can be observed in Fig. 2. The same trend appears for both cases in the spanwise evolution of the effective added mass coefficients, depending on the orientation of the crescent-shaped orbits: in the cross-flow direction, values close to
FIGURE 6: INSTANTANEOUS ISO-SURFACES OF THE SPANWISE VORTICITY DOWNSTREAM OF THE CYLINDER \((\omega_z = \pm0.3)\): (a) INCLINED AND (b) NORMAL VELOCITY PROFILES. PART OF THE COMPUTATIONAL DOMAIN IS SHOWN. ARROWS REPRESENT THE ONCOMING FLOW.

1 are reached in regions where \(\Phi_{xy} \approx 0^\circ\), while smaller, and even negative values of \(C_{ym}\) are noted in zones where \(\Phi_{xy} \approx 180^\circ\). Even if less clearly defined, the opposite trend can be noted in the in-line direction.

FIGURE 7: (a) TIME-AVERAGED VALUE OF THE IN-LINE FORCE COEFFICIENT AND (b) RMS VALUE OF THE CROSS-FLOW FORCE COEFFICIENT, ALONG THE SPAN. IN THE INCLINED FLOW CASE, THE FORCES ARE NORMALIZED BY THE INFLOW VELOCITY NORMAL COMPONENT.

FIGURE 8: ADDED MASS COEFFICIENT IN THE (a) IN-LINE AND (b) CROSS-FLOW DIRECTIONS, ALONG THE SPAN. THE POTENTIAL FLOW VALUE OF 1 IS INDICATED BY A RED DASHED LINE.
SUMMARY

The vortex-induced vibrations of a flexible cylinder, immersed in a current inclined at an angle of 60°, have been investigated by means of direct numerical simulation at a Reynolds number equal to 500. Under the lock-in condition, the structure exhibits large amplitude oscillations in both the in-line and cross-flow directions. Comparison with the corresponding normal incidence case, where the axial component of the oncoming flow is removed, demonstrates the applicability of the independence principle in this context, and the limited impact of the flow axial component on the fluid forces and vibrational responses.
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ABSTRACT
The two-dimensional flow patterns around the profile NACA0015 vibrating in self-excitation modes were measured in the wind tunnel by optical methods. The profile with two-degree-of-freedom moved in the vertical direction and rotated around the elastic axis in 1/3 of the profile chord. The Mach numbers for the self-excited vibrations were in the interval 0.2 – 0.45. Results of the interferometric measurement and the profile kinematic movements during the self-oscillations are presented.

INTRODUCTION
Aeroelastic experiments were realized in the subsonic aerodynamic tunnel of the Institute of Thermomechanics AS CR in Nový Knín with a modified NACA0015 profile. The Mach numbers corresponding to the self-excited vibrations were in the range M = 0.2 – 0.45 and the Reynolds number range was (0.25 – 0.54)·10^6. The detail description of the experimental setup is in [2] and a schematic arrangement is in Fig. 1. The flow field was measured by interferometric and pneumatic methods, the profile vertical position was indicated by a mechanical sensor.

Figure 1: Schematic arrangement of the experiment.

Measured eigenfrequencies for M = 0 were 16.4 Hz with 2.0 % damping, 19.3 Hz with 9.3 % damping in translation mode, and 24.5 Hz with 1.5 % damping, 21.5 Hz with 11.9 % damping in rotation mode, respectively. The Table 1 presents a list of data, setting for various experimental trials in the measurements and evaluated flutter frequencies.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>NACA0015</td>
<td>0</td>
<td>0</td>
<td>transl</td>
<td>16.4</td>
<td>2.0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>for 2510</td>
<td>0</td>
<td>0</td>
<td>rotation</td>
<td>24.5</td>
<td>1.5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NACA0015_2510-06</td>
<td>0.43</td>
<td>0.52·10^6</td>
<td>rotation</td>
<td>19.5</td>
<td>1000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NACA0015</td>
<td>0</td>
<td>0</td>
<td>transl</td>
<td>19.0</td>
<td>9.3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>for 2662,2663</td>
<td>0</td>
<td>0</td>
<td>rotation</td>
<td>21.5</td>
<td>11.9</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NACA0015_2662-14</td>
<td>0.33</td>
<td>0.40·10^4</td>
<td></td>
<td>31.2</td>
<td>500</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NACA0015_2662-15</td>
<td>0.30</td>
<td>0.36·10^4</td>
<td></td>
<td>28.5</td>
<td>1000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NACA0015_2662-16</td>
<td>0.28</td>
<td>0.34·10^4</td>
<td></td>
<td>27.8</td>
<td>1000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NACA0015_2662-17</td>
<td>0.22</td>
<td>0.27·10^4</td>
<td></td>
<td>21.2</td>
<td>500</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NACA0015_2663-01</td>
<td>0.26</td>
<td>0.31·10^4</td>
<td></td>
<td>22.7</td>
<td>500</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NACA0015_2663-02</td>
<td>0.21</td>
<td>0.25·10^4</td>
<td></td>
<td>21.7</td>
<td>1000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NACA0015_2663-03</td>
<td>0.38</td>
<td>0.46·10^4</td>
<td></td>
<td>31.8</td>
<td>1000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NACA0015_2663-04</td>
<td>0.40</td>
<td>0.48·10^4</td>
<td></td>
<td>32.2</td>
<td>1000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NACA0015_2663-05</td>
<td>0.45</td>
<td>0.54·10^4</td>
<td></td>
<td>32.2</td>
<td>1000</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 1: Experimental value sets.

The flow-field around the vibrating profile was measured by Mach-Zehnder interferometer.

EXPERIMENTAL RESULTS
The example of measured interferogram is depicted on Fig. 2, where it is possible to see flow separation beside the whole the upper profile surface.
The arrangement of the system with different eigenfrequencies (corresponding to the translation and rotation motion of the profile) influenced the properties of the flow-field and the mechanical structure interaction. As it is depicted in Fig. 3 by increasing the inflow velocity higher than \( M = 0.26 \), the separation area is larger and the vibration frequency rises above the both eigenfrequencies identified for \( M = 0 \). The couple mode flutter found between \( M = 0.21 \) and \( M = 0.26 \) is changed to the stall flutter for the bigger Mach numbers. The increase of the vibration level was so high, that at \( M = 0.45 \) the experiment had to be finished due to the danger of system destruction. The flutter frequency of the vibration in this process increased 1.6 times and the optical measurements showed that the area-wide separation appears during 25% to 50% of the vibration period. In this case we can observe so-called stall flutter \([1]\). The evaluation of interferograms is described in \([3]\).

The kinematics of the airfoil motion during one period of the self-excitation is presented in the next Figures 5a) – 5e) for several Mach numbers in increasing order. There is interesting that in Figure 5c), 5d) and 5e) zero angle of attack was achieved at the value 80-85% of the maximal amplitude of the rotation center motion. This was found in the case of the profile with the eigenfrequencies 19.0 Hz without flow (\( M = 0 \)) for translation mode, and 21.5 Hz for rotation mode. On the all figures, the red points inside denote the trajectory of motion of the profile rotation center.

In case of the bigger difference between the eigenfrequencies for translation and rotation modes for \( M = 0 \) no stall flutter was observed. Fig. 4 illustrates this result: original translation frequency was 16.4 Hz and the rotational frequency was 24.5 Hz, i.e. the difference in this case was 8.1 Hz (about four times more than in previous case shown in Fig. 3). The flutter frequency 19.9 Hz (\( M = 0.44 \)) lies between original profile frequencies measured for \( M = 0 \). It means that the origin of the aeroelastic instability was in the classic coupled mode flutter with two-degrees of freedom.
Figure 6 shows the kinematics of the airfoil motion of the profile for the case bigger difference between profile eigenfrequencies: translation mode – 16.4 Hz (damping 2.0 %), rotation mode 24.5 Hz (damping 1.5 %).

Figures 7a) – 7c) explain the stall flutter arise during the flow velocity increase. On the presented results it is possible to see the jumping between the flutter frequencies with increasing the flow velocity in the interval of Mach numbers 0.25 – 0.35. Outside of this velocity interval the system has properties as follows: unstable by coupled mode flutter is for $M < 0.25$ and by stall flutter for $M > 0.35$.

Figure 6: The profile NACA0015, $M = 0.43$. 

Figure 7a): Mode of vibration.

Figure 7b): Total diapason of translation.

Figure 7c): Total diapason of angle of attack.
The motion of the profile during the stall flutter is shown in more detail on Figure 8 for the highest Mach number $M = 0.45$. The point B in the diagram denotes zero angle of attack, the point A denotes the maximal translation and precedes the point B in time. In the point S the profile impacts to some artificial mechanical barrier; a point-line represents the profile trajectory that could be realised in the system without impacts. The points A and C correspond to the maximal translation displacement in positive and negative direction, respectively. The intervals denoted by letters $u$ and $d$ correspond to the regimes when the whole break of the flow appears on the upper ($u$) and lower ($d$) profile surface, respectively. The maximal positive (point D) and negative (point E) angles of attack correspond to zero profile translation.

An example of the phase shift between the translation and rotation of the profile demonstrated in Figure 9.

Figure 8: Relation between axis rotation center shift of the profile (vertical, [mm]) and approach angle (horizontal, [°]) for measure No. 2663-05, $M=0.45$, translation frequency for $M = 0$ is 19.0 Hz and rotation frequency is 21.5 Hz.

Figure 9: The angle of attack (in [°]) and vertical translation (in 10 time scale, [mm]) on the vertical axis versus the time (horizontal, [ms]) during one period of the self-excited vibrations, for measurement No. 2663-02, $M=0.21$.

CONCLUSION

Several combinations of experimental parameters were realized during aeroelastic measurements of the self-excited profile vibrations in the Mach number range $M=0.21 – 0.45$. The influence of Mach number on the coupled mode flutter and stall flutter in relation to the difference between the eigenfrequencies corresponding to the translation and rotation motion of the profile was determined.
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ABSTRACT
A numerical investigation of the sound resultant from a compressible flow about an 18% thick circular-arc aerofoil, for free-stream Mach numbers between $M_\infty = 0.7$ and $M_\infty = 0.82$, and a Reynolds number $Re \approx 10^7$, is presented in this paper. Within this range of parameters, self-sustained shock oscillations may be present on the upper and lower aerofoil surfaces. The transient flowfield was computed by detached-eddy simulation, with the solution used to quantify acoustic sources, defined by Howe’s analogy, that are propagated using a wave expansion method. The results were compared with available experimental and numerical results from other studies of the same configuration.

NOMENCLATURE

Variables:

- $B$: total enthalpy
- $K$: reduced frequency ($= \omega b / u_\infty$)
- $M$: Mach number vector
- $b$: aerofoil semi-chord
- $c$: speed of sound
- $f$: frequency
- $i$: imaginary unit
- $k$: wave number ($= \omega / c$)
- $p$: pressure
- $t$: time
- $u$: velocity vector
- $v$: wave propagation direction vector
- $x$: distance in x-direction
- $\alpha$: truncation factor
- $\gamma$: ratio of specific heats
- $\rho$: density

Subscripts and Superscripts:

- $0$: mean values
- $'$: fluctuating values
- $\hat{\cdot}$: frequency domain values
- $\infty$: free-stream values

INTRODUCTION
Self-sustained shock oscillations on aerofoils at transonic flow conditions are of importance to many applications, as they are associated with flow phenomena such as buffeting, unsteady boundary layer separation and vortex shedding in the trailing-edge region, which are major causes of noise [1]. Comprehensive reviews of the topic have been given by Tijdeman & Seebass [2] and Lee [3]. Despite being the subject of investigation for over fifty years, the physical mechanisms of periodic shock motion are not yet fully understood. However, three typical flow regimes may be classified [4] as attached boundary layer, moving shock wave/turbulent boundary layer interaction and intermittent boundary layer separation.

In addition to experimental studies (see Lee [3] for a full list), there have been many numerical investigations. These simulations have been quite successful in predicting the frequencies of shock oscillation, the onset boundaries, as well as the unsteady pressure fluctuations. Unsteady RANS [5, 6, 7] and hybrid RANS/LES [4, 8] have been used to predict accurately the oscillation frequency and the surface pressure fluctuations.

This transonic flow phenomena not only generates a strong tone at the oscillation frequency, but also leads to increased levels of broadband noise, due to an increase in...
the intensity of wake fluctuations. As shown by Roos and Riddle [9], the surface pressure fluctuations on the aerofoil, induced by the shock, and the velocity fluctuations in the wake are correlated, which is evidence of the coupling between the shock motion and the wake oscillation.

In this paper, the sound from a compressible flow past an 18% thick circular-arc aerofoil is investigated for a Reynolds number \( Re \approx 10^7 \) and free-stream Mach numbers from \( M_\infty = 0.7 \) to \( M_\infty = 0.82 \). These simulation parameters are comparable with those in the experiments of McDevitt et al. [10] and Levy [5] and the numerical study of Chen et al. [4].

The objective of this work is to gain a better understanding of the sound from this simple 2D transonic configuration with a view to examining more realistic 3D geometries, which may have a similar profile. It is assumed that the sound is generated by the flow separation and wake downstream of the shock. As the surface pressure fluctuations and the wake fluctuations are correlated, it is believed that this will be sufficient to capture the sound generated by this phenomena.

Chen et al. [4] showed that the structures of the separated shear layer and the moving shock wave are reasonably well captured using the instantaneous Lamb vector, \((\omega \times u)\), divergence and curl respectively. As the Lamb vector divergence appears as an acoustic source term in Howe’s acoustic analogy [11], the acoustics are framed within this analogy for this present work.

The transient flow-field is computed by DES [12], with the solution then being used to quantify acoustic sources defined by Howe’s analogy, which are propagated using a WEM [13].

**NUMERICAL METHODOLOGY**

The numerical investigation was divided into two steps – firstly, flow simulations were made for a transonic flow about the aerofoil, and secondly, acoustic sources were extracted from the flow solution and propagated to the far-field.

**Flow Simulations**

Transient flow simulations were performed by solving the unsteady Reynolds-averaged Navier Stokes (RANS) equations and by means of a detached-eddy simulation (DES) [12] using the compressible Navier-Stokes solver sonicFoam, which is part of the open-source software package OpenFOAM. DES is a hybrid RANS / large-eddy simulation (LES) method, with RANS used close to walls and LES used in separated regions. For high-Reynolds-number flows, DES is convincingly more capable presently than either unsteady RANS or LES on their own.

The flow was initially solved using only RANS to obtain an unsteady RANS solution, before the LES scheme was introduced into separated flow regions. The original formulation of DES with the Spalart-Allmaras (SA) model at the walls was used. The equations were discretised using a bounded central scheme on the divergence terms with a gamma scheme [14] and a value of 0.5 to ensure stability and minimise wiggles at the shocks. A Crank-Nicholson scheme was used for the time integration. The preconditioned biconjugate gradient method was used to solve the matrix equations. A wave transmissive condition was used to minimise the reflections of waves propagating through the outer boundaries.

**Acoustics**

It was assumed in this present work that the sound is generated by vorticity inhomogeneities in the flow separation downstream of the shock, and that the shock itself only influences the location of the separation region and the subsequent propagation of acoustic waves. The sound generation and propagation were, therefore, defined using Howe’s analogy [15], which describes the acoustic propagation, through a homentropic flow, of fluctuations in the total enthalpy generated by vorticity inhomogeneities.

Howe’s analogy is

\[
\left( D \left( \frac{1}{c_s^2} \right) D - \frac{1}{\rho} \nabla \cdot (\rho \nabla) \right) B = \frac{1}{\rho} \nabla \cdot (\rho (\omega \times u))
\]  

where \( B \) is the total enthalpy, which for an ideal gas is \( \gamma p/(\gamma - 1) \rho + u^2/2 \); and \( D \) is the operator \((d/dt + u \cdot \nabla)\). Linearising this equation and replacing the wave operator coefficients with their values in the absence of perturbations gives

\[
\left( D_0 \left( \frac{1}{c_0^2} \right) D_0 - \frac{1}{\rho_0} \nabla \cdot (\rho_0 \nabla) \right) B' = \frac{1}{\rho_0} \nabla \cdot (\rho_0 (\omega \times u)')
\]  

where \( D_0 \) is the operator \((d/dt + u_0 \cdot \nabla)\) and \((\omega \times u)’\) is the perturbed Lamb vector.

Switching to the frequency domain gives this equation as

\[
\left( L_0 \left( \frac{1}{c_0^2} \right) L_0 \right) - \frac{1}{\rho_0} \nabla \cdot (\rho_0 \nabla) \hat{B} = \text{FFT} \left( \frac{1}{\rho_0} \nabla \cdot (\rho_0 (\omega \times u)'), \right)
\]  

**REFERENCES**

where $L_0$ is the frequency domain operator $(i\omega + u_0 \cdot \nabla)$. The source here is evaluated from the time domain solution from the DES. This approach is appealing because, as shown in Chen et al. [4], the instantaneous Lamb vector divergence removes the shock from the source.

For the acoustic propagation, the flow is also fixed by introducing a plane of symmetry through the chord of the aerofoil. Although this stops the oscillation of the shock, the sound-producing separated flow region remains. In this way the sources are propagated through a steady background flow. The frequency of the tonal component of the sound field may be determined directly from the DES, with the broadband sound computed from the steady flow.

The propagation of acoustic waves in the near-field was determined using a wave expansion method (WEM). This is a physically-based discretisation method [13], which is suitable for solving wave propagation through inhomogeneous flows. See Ref. [13] for more details.

**FLOW RESULTS**

Onset of shock motion

Unsteady RANS solutions were computed using three different turbulence models – the one-equation SA, and the two-equations $\kappa$-$\epsilon$ and SST $\kappa$-$\omega$ models – in order to assess their influence on the onset of the shock oscillations. The free-stream Mach number was varied from $M_\infty = 0.7$ to $M_\infty = 0.82$. The domain was discretised with a 2D grid, shown in Fig. 1, that had 120 nodes along the chord of the aerofoil. A continuous wall function was used with a distance to the first node of $y^+ \approx 10$ and $y^+ \approx 30$.

**TABLE 1: REDUCED FREQUENCY FOR DIFFERENT MACH NUMBERS. (X) INDICATES THAT NO OSCILLATION IS PRESENT.**

<table>
<thead>
<tr>
<th>Mach</th>
<th>0.76</th>
<th>0.77</th>
<th>0.78</th>
<th>0.79</th>
<th>0.80</th>
</tr>
</thead>
<tbody>
<tr>
<td>SA</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$n = 150, y^+ = 2$</td>
<td>0.44</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$n = 120, y^+ = 10$</td>
<td>X</td>
<td>0.45</td>
<td>0.47</td>
<td>0.49</td>
<td>0.55</td>
</tr>
<tr>
<td>$n = 120, y^+ = 30$</td>
<td>X</td>
<td>X</td>
<td>0.45</td>
<td>0.47</td>
<td></td>
</tr>
<tr>
<td>$n = 90, y^+ = 30$</td>
<td>X</td>
<td>X</td>
<td>0.44</td>
<td>0.47</td>
<td>0.55</td>
</tr>
<tr>
<td>$n = 60, y^+ = 30$</td>
<td>X</td>
<td>X</td>
<td>0.45</td>
<td>0.58</td>
<td>X</td>
</tr>
<tr>
<td>SST $\kappa$-$\omega$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$n = 120, y^+ = 10$</td>
<td>X</td>
<td>0.46</td>
<td>0.47</td>
<td>0.49</td>
<td>0.53</td>
</tr>
<tr>
<td>$n = 120, y^+ = 30$</td>
<td>X</td>
<td>X</td>
<td>0.46</td>
<td>0.48</td>
<td></td>
</tr>
<tr>
<td>$\kappa$-$\epsilon$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$n = 120, y^+ = 10$</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>0.47</td>
<td></td>
</tr>
<tr>
<td>$n = 120, y^+ = 30$</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
</tr>
</tbody>
</table>

To analyse the shock motion the lift coefficient, based on the force acting on the entire profile, was used. The reduced frequency of the oscillation in the lift coefficient, $K = \omega b / U_\infty$, at the onset free-stream Mach number was similar for the three turbulence models, with $K \approx 0.45$. Previous simulations, reviewed in Lee [3], have shown reduced frequencies from $K = 0.4$ to $K = 0.495$ and measurements of $K = 0.49$.

It was observed in the present results, that the reduced frequency increases as the free-stream Mach number increases until the shocks stabilises at a higher Mach numbers. This is consistent with the shock moving towards the trailing-edge as the Mach number increases. Therefore, the time it takes for the disturbances, which drive the
oscillation, to travel between the shock and trailing-edge decreases, resulting in a higher oscillation frequency.

The oscillating motion of the wake from side to side may be seen in the Mach number contours close to onset conditions in Fig. 2. As a shock is established on one side at about 80% of the chord length, the boundary layer separates towards the trailing-edge, causing a larger wake on that side of the profile. The shock then moves upstream to about 60% of the chord, were it disperses due to a dechambering of the profile on that side as a result of the growth in the separated flow region. As this happens, another shock establishes itself on the other side of the profile at roughly 80% of the chord, and the flow separation and shock movement are repeated on this side. The cyclical loop is closed when the shock is reestablished on the original side. This motion is repeated in a self-sustained manner.

As the free-stream Mach number is increased, the pattern of the shock movement is slightly different, as is shown Fig. 3. The shocks starts to move both up and down stream along the chord instead of disappearing at the upstream location as was the case before. The range over the chord of the movement also decreases until the shock stabilises at the offset Mach number.

**FIGURE 2:** CONTOURS OF MACH NUMBER FOR FOUR DIFFERENT TIMES. SA MODEL AND $M_\infty = 0.77$.

**FIGURE 3:** CONTOURS OF MACH NUMBER FOR FOUR DIFFERENT TIMES. SA MODEL AND $M_\infty = 0.80$.

**Quasi-3D Simulations**

A refined grid with $y^+ = 2$, 150 nodes along the chord and an additional 170 nodes in the distance one chord length downstream was used for the DES simulations. This grid is shown in Fig. 4. The span was also discretised with 20 nodes to get a quasi-3D domain with cyclic boundaries. The solution was run for a time of 0.15 seconds with a time-step of $10^{-7}$ seconds giving a CFL< 1. The total simulation time is equivalent to the flow passing the length of the profile approximately 60 times. However due to the low frequency of the oscillations this only gave about 8 periods of the shock motion.

**FIGURE 4:** QUASI-3D GRID USED FOR THE DES SIMULATIONS.
The shock movement range over the chord was slightly increased in the DES case reaching about 50% of the chord. In Fig. 5 the increased wake flow structure is clearly visible with smaller vortical structures shed at the trailing-edge. These are shed at higher frequency than the shock oscillation frequency and form in the shear layer from the shock induced boundary layer separation. The mean wake movement still shows much resemblance to the results produced by the RANS solutions, with the region of large-scale separation moving from side to side with the shock motion.

The reduced frequency was increased with the DES simulation. A Fourier analysis of the lift force coefficient, $CL$, acting on the profile, shown in Fig. 6, shows a peak at a reduced frequency of $K = 0.47$ compared with $K = 0.44$ from a RANS solution on the same grid. This is in closer agreement with the experimental measurements [3], which gave a reduced frequency of $K = 0.49$.

The presence of small-scale vorticity in the DES solution is evident in Fig. 7, with a much more complex wake formation. The wake structure also appears to be highly three dimensional.

**ACOUSTIC RESULTS**

**Acoustic Sources**

The acoustic source is defined by Howe’s analogy [15] as the divergence of the Lamb vector. As shown in Chen et al. [4], the instantaneous Lamb vector divergence removes this shock from the source as can be seen in Fig. 8, which was computed from the instantaneous DES solution.

In the present investigation the shock is fixed for defining the acoustic sources and propagation. This is achieved by imposing a symmetry condition running through the aerofoil chord. A RANS solution was computed for this configuration and the Lamb vector divergence and curl from this solution are shown in Fig. 9. Once again it can be seen that the acoustic source (the divergence of the Lamb vector) does not contain the shock. This source can then be propagated through a flow which contains the shock.

**Acoustic Propagation**

Numerically propagating waves through a flow with a shock present is quite challenging. This is because commonly used propagation methods, which discretise the domain, require that the Nyquist frequency criteria, of at least 2 points-per-wavelength, is met in order to avoid aliasing. The wave number vector is altered by the flow such that $k = k/(1 + M\cdot v)$. This means that wave-fronts propagating into the flow are compressed and so require a greater number of points-per-wavelength. The singularity at $M = 1$ can, therefore, not be included directly.

The strategy employed here to include the shock in
the propagation is to truncate the Mach number in the vicinity of \( M = 1 \). A truncation factor is defined as 
\[ \alpha \equiv \min \left| M - 1 \right| \]. Mach number values are rounded to 
\( M = 1 \pm \alpha \) depending on which is nearer.

In order to test this strategy, a 1D solution was computed using the WEM for wave propagating into a flow that increases linearly in amplitude from \( M = 0 \) to \( M = 2 \).

The Mach number truncation, with \( \alpha = 0.1 \), is visible in 
the top sub-plot of Fig. 10 at \( x/(c_\infty/f) = 0 \). The real part of 
the pressure is also shown in Fig. 10 for varying values of \( \alpha \). The grid is refined so as to ensure that there 
are a sufficient number of points-per-wavelength. It can 
be seen that although there is some disagreement locally 
at \( M \approx 1 \) the solutions agrees well away from this region. 
It is, therefore, concluded that with Mach number truncation 
and local grid refinement, the transonic flow can be 
included in the acoustic propagation.

Figure 11 shows the mesh used for acoustic propagation 
about the aerofoil. The mesh is also refined locally 

near the sonic line, as can be seen in Fig. 11, using an 
iterative scheme in order to ensure that there are 
a sufficient number of points-per-wavelength.

The propagation of a point source located at the 
trailing-edge across the aerofoil with a stationary shock 
is shown in Fig. 12, again, for varying \( \alpha \) values. The frequency here is \( K = 2.8 \), which is the highest frequency 
possible with this mesh. This shows some amount of 
qualitative agreement with the results presented in Lee 
[16], which used a graphical method for propagation. The 
directivity shown in Fig. 13 for this configuration shows
reasonably good agreement, with a strong lobe between $90^\circ$ and $120^\circ$. The directivity has also been checked for different amounts of mesh refinement and similar results were found. Although some penetration of the supersonic region can be expected [16], for the most part the sound appears to be deflected by the shock into the sideline.

As a RANS solution was used for the source definition here, it was not possible to determine a frequency dependent source. As an initial approach, the source shown in Fig. 9 was used to weight an incoherent point source distribution. The result computed at $K = 0.45$ with $\alpha = 0.01$ is shown in Fig. 14. Once again the directivity is strongest in the sideline.

CONCLUDING REMARKS

Self-sustained shock oscillations on an 18% thick circular-arc aerofoil were investigated in this paper. Unsteady RANS and DES computations were performed for a variety of Mach numbers and with different turbulence models. The acoustics were defined by Howe’s analogy and an initial investigation into the propagation of sound generated by vorticity fluctuations in the flow separation and wake downstream of the shock was performed using the WEM.

The onset of shock oscillations was determined to occur between $M_\infty = 0.76$ and $M_\infty = 0.78$ with a shock oscillation frequency of $K \approx 0.45$ This falls within the ranges presented in the literature.

The use of Howe’s analogy to define the acoustics is an attractive approach as it separates the shock from the source region. However, there remains unresolved ques-
tions about the use of this wave operator in an unsteady flow such as is present here.

The transonic flow was included in the discretised propagation method by truncating the Mach number around the singularity at $M = 1$ and refining the mesh in this region. Initial computations appear to give reasonable results but further work is required in order to establish their accuracy.

The fact that the propagation results from both a point source at the trailing-edge and a source distribution give strong sideline directivity, leads to the possibility of simply using trailing-edge point sources for more complex 3D geometries. This would be a computational saving.
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ABSTRACT

For a noise reduced design of turbomachinery components a detailed understanding of various broadband noise source mechanisms is required. This paper presents an experimental investigation of an isolated axial compressor stator stage. The background of our study is the so-called rotating instability (RI), which is one of the major phenomena regarding broadband noise generation at off-design conditions. For the first time characteristic modal structures of the RI are investigated on a set-up without rotating parts. An enhanced analysis technique is used to determine the modal properties, even though their associated amplitudes are significantly smaller than other predominating spectral properties such as resonances. This paper focusses on preliminary studies to identify these resonances caused by geometric features of the whole test set-up. Thus, results can be interpreted with a separation of different noise characteristics in order to identify the RI associated modal patterns.

INTRODUCTION

The predominant noise sources at aeroengines are generated by periodic rotor-stator interaction. A future design needs to more and more consider the acoustic properties of turbomachinery components such as compressors. This requires a detailed understanding of the various broadband noise generation mechanisms in an axial compressor stator stage. The complex three dimensional geometry and flow field make it difficult to separate the different effects and their significance for the overall noise emission. One of the major phenomena in compressors at off-design conditions is the blade tip vortex noise, which is generated by an aerodynamic phenomenon often referred to as 'rotating instability' (RI) [1–5]. The term RI is used here in accordance with these publications. It should be noted, however, that the RI phenomenon is different from the typical part-span rotating stall in axial compressors. According to [1–5], the RI arises with an increase in blade loading, resulting in a more intense radial clearance vortex. Its vortex path is shifted forward to the leading edge of the subsequent blade and thereby blocks the passage in the clearance region. This blockage redirects the flow, resulting in an increased incidence at the following blades. Its pronounced unsteady characteristics appear over several blade passages and thereby lead to a specific azimuthal structure (see figure 1). Its rotation and narrowband frequency generate typical noise spectra containing several peaks at a regular frequency spacing, measured at the casing wall. Earlier investigations of rotor-stator-stages have shown that each peak of the RI components is associated with a single dominant circumferential mode [3]. This is explained by the transformation from the rotating source frame into the fixed...
frame, resulting in a series of peaks corresponding to continuously numbered modes.

Subject of a joint project is the experimental investigation of the RI phenomenon and its associated effects at a single axial compressor stator stage with hub clearance [6]. In order to ensure an exclusive examination of the annular stator cascade, rotating parts were avoided in the test-setup, i.e. the incident swirling flow field was created by upstream nozzle guide vanes. The involved partners investigate the steady and unsteady flow characteristics in regard to the RI, e.g. with hotwire probes, microphones and 2D-High-Speed PIV. In addition, results will be compared with numerically obtained results of delayed detached eddy simulations. Acoustic measurements were carried out with the objective to examine the noise components generated at the isolated stator stage, that are associated with both the RI and other dominant noise sources, such as blade incident turbulence noise and trailing edge noise.

It is assumed that aerodynamic interactions between the blade rows and the inflow conditions of the stator-stage as well as the radial and circumferential flow profile play an important role for the RI. However, the situation turned out to be more complex than expected. Several features such as peaks or humps were found in the pressure spectra, which strongly depend on operating conditions. Preliminary analyses revealed a significant impact of acoustic resonances caused by geometric features of the test rig and the upstream piping system of the compressed air supply. High amplitudes at unexpected frequencies quite often occur in experimental research on turbomachinery components (cf. [7]), but these spectral properties are usually not investigated in detail. The objective of the present paper is to identify spectral components that are associated with test rig resonances, in order to enable the separation of the RI related acoustic parts of interest.

AXIAL COMPRESSOR STATOR STAGE TEST RIG

Experimental investigations were performed on an axial compressor stator stage test rig, shown in figure 2. It consists of five sections without any rotating parts and is operated by TU Berlin. In the annular flow duct, there are three consecutive blade rows, each with adjustable flow angles. An inlet nozzle constricts the cylindrical duct (section A). The resulting cross sectional area is kept constant in the following sections B to E with an inner radius of $r_1 = 86$ mm and an outer radius of $r_2 = 120$ mm. The overall test rig length is $L = 1.27$ m.

The first blade row turns the flow in positive azimuthal direction (section B) comparable to nozzle guide vanes. Thereby, the inflow conditions of the subsequent compressor blade row (section C) is provided with an intense swirl flow (colored arrows in figure 2 showing the basic flow paths). The incidence angle at the stator blades can be adjusted in a range of $-5^\circ$ to $+21^\circ$. The compressor blades were non-twisted and 2D-contoured with specifically designed, highly loaded profiles, comparable to so-called Controlled Diffusion Airfoils [8]. Supporting struts in the outflow region of the compressor blade row stabilize the hub (section D). Finally, a throttle consisting of unprofiled blades in section E adjusts the overall flow conditions in the duct.

Pressure Air Supply Piping System

Pressurised air is produced by radial compressors and supplied at specific conditions by a variable piping system including a heat exchanger. A simplified scheme is shown in figure 3, a more detailed description is found in [6, 8]. The air is decelerated in the diffusor, cleaned by a filter and straightened in a settling chamber before entering the test rig. The characteristic lengths between test rig, main valves, heat exchanger and radial compressor are approximately 10 to 15 m depending on the used configuration. The pipe diameter is 0.35 m and the settling chamber has a length of approx. 2.2 m and a diameter of 1.0 m. Non of the components has an acoustic treatment such as sound absorbers.

Sensor Configuration

Acoustic measurements were performed upstream of the stator row in section C using 1/4" condenser microphones (G.R.A.S. type 40BP-S). 30 microphones were placed in a ring wall flush mounted and equidistantly spaced at the outer casing upstream of the stator blades.

FIGURE 2: AXIAL COMPRESSOR STATOR STAGE TEST RIG WITH SECTIONS A - E.
with 48 mm distance to the leading edge. Five reference sensors (type Endevco 8510C-15) were placed at the inner casing (next to the hub clearance) with 10 mm distance to the leading edge. In addition, there were two microphones as references wall flush mounted on the outer casing in section A. The recording lasted 120 seconds with a sampling frequency of 24 kHz.

**Investigations With Axial Traversed Microphones**

For a pre-study of the test rig’s resonant behaviour, a single noise source was introduced through an aperture in the outer casing between section C and D. Either a speaker producing tonal and broadband noise or a blast pipe was used to excite the natural harmonics of the whole set-up. The resulting pressure field in the test rig was measured both at the installed reference sensors, as well as at five axially traversed microphones with a stepsize of Δx = 20 mm through section A to E. The traversed microphones were spaced equidistantly around the circumference and measured simultaneously, thus permitted an azimuthal mode analysis at each axial position up to mode orders m = ±2. All three cases of excitation (either tonal sweep, a high-pass filtered white noise or the pressure air driven noise source) induced similar spectral characteristics. This paper focuses on excitations with the air driven blast pipe only.

In addition to tests without flow, further investigations were performed under more realistic test conditions without blast pipe but with flow conditions at the stator blades. A single microphone (equipped with a 1/4” nosecone) was traversed axially through the test rig at a fixed ϕ = 150°. The reference microphones were recorded, too. Due to the set nozzle guide vane angle, only sections B to E could be reached.

**OVERVIEW OF NOISE SOURCES IN THE TEST RIG**

Various noise sources are present in each section of the test rig. The individual blade rows and struts exhibit characteristic spectral properties depending on their geometry, inflow conditions and aerodynamic interactions with adjacent blade rows. Main sources are blade incident turbulence noise, trailing edge noise, flow separation at blades and casing and the hub clearance vortex noise. A summary of these source mechanisms at subsonic compressors is given e.g. by [9]. In general, the relative contribution of a particular noise source significantly varies with the operation conditions. Further, a mutual influence is expected as well as a specific coupling of these sources to resonances of the test facility.

**AZIMUTHAL MODE ANALYSIS**

For an interpretation of noise source characteristics the azimuthal distribution of the unsteady pressure field is determined. With the upstream 30 microphones as described above, an azimuthal mode analysis is feasible up to mode orders m = ±14, corresponding to a circumferential resolution of approximately 1.4 passages of the stator row. The unsteady pressure field within a duct at fixed axial and radial positions can be described by a linear superposition of an infinite number of azimuthal modes (cf. [3]):

\[
p(\phi, \omega) = \sum_{m=-\infty}^{\infty} A_m e^{im\phi} e^{j\omega t}.
\]  

A least-square-fit of the sensor data to the analytic model as given in equation (1) delivers frequency-dependent mode amplitudes \(A_m(\omega)\). In the case of broadband noise, a statistical description of the modes in terms of mean values and spatial cross-correlation is necessary. Procedures for a circumferential sound field analysis based on cross-spectra have been described by [3, 10–12]. The azimuthal mode decomposition used in this paper is a simplified version of the radial mode decomposition technique described by [11], i.e. the expansion into radial mode orders is omitted, and is including cross spectra of all possible sensor combinations leading to an improved statistical description of the sound field. In brief: If equation 1 is written in matrix form as \(p = Ga\), with the vector of azimuthal mode amplitudes \(a = (A_{-m}, \ldots, A_0, \ldots, A_m)\) and the matrix \(G\) of mode transfer functions, then the cross spectral matrix of azimuthal mode amplitudes can be calculated as a least-square estimate by

\[
A_{aa} = \lim_{T \to \infty} E \left\{ \frac{1}{T} G^H p p^H (G^H)^H \right\} 
\]  

FIGURE 3: TEST RIG WITH AIR SUPPLY SYSTEM.
Here $G^+ = (G^T G)^{-1} G^T$ denotes the pseudo-inverse of $G$. The magnitude $A_m$ of each azimuthal mode can be deduced from the main diagonal of matrix (2).

AXIAL SOUND PRESSURE DISTRIBUTION

Using traversed microphones, axial properties of the sound field in the test rig were studied. Cross spectra in relation to the fixed reference sensor (signal $REF$) were determined at each axial position $x$ (signal $X$) by $S_{ref,x} = \lim_{T \to \infty} E \{ REF \cdot X^*/T \}$ (cf. [10]). An interpretation of these complex spectra with $\Re \{ S_{ref,x} \}$ and $\Im \{ S_{ref,x} \}$ at various frequencies yielded axially dependent properties.

RESULTS

At first spectral characteristics measured at operating conditions are discussed. Figure 4 presents averaged auto power spectra of the 30 microphones in the upstream section of the stator. Here the absolute inflow mach number to the stator blades was kept constant at $M = 0.2$ and the incidence angle varies between $0.0^\circ$ and $+16.0^\circ$. Such a parameter variation corresponds to a change of blade loading in an axial compressor stage. As seen in figure 4, characteristic peaks with varying amplitudes and dominant frequencies occur. The overall noise level increases with the incidence angle, explained by a corresponding higher blade loading. The pronounced peak at approx. 120 Hz remains almost the same, while the peaks between 450 and 800 Hz change their amplitudes and dominant frequencies. A further characteristic signature is observed between 200 and 350 Hz consisting of several peaks of different amplitudes with a frequency spacing of approx. 13 Hz. These peaks vary solely their amplitudes but at constant frequencies.

With the initial motivation of studying different noise source mechanisms of an isolated axial compressor stator stage, these spectra have to be investigated in detail. The objective is to separate the sources and identify the RI associated spectral characteristics. For that purpose, the natural harmonics of the test rig itself are investigated first, and subsequently their dependencies due to the connected pressure air supply system. An additional test case with flow focusses on the test rig resonances under more realistic conditions. Finally, a measurement at conditions where the RI occurs is interpreted with respect to the developed preliminary results.

![Figure 4: Spectra measured upstream of stator row C at various incidence angles.](image)

**Figure 4:** Spectra measured upstream of stator row C at various incidence angles.

**Resonances without piping system**

Earlier studies at this test rig already presumed a significant influence of resonances but without verification [8]. An investigation with an external noise source and axially traversed microphones was performed to support this statement. Properties of the test rig without the pressure air supply piping system were investigated first. An averaged auto power spectrum of five microphones measured at 51 axial positions between 0.0 and 1.0 m is given in figure 5 (top). In the frequency range up to 900 Hz eight pronounced peaks were found. Three subplots in figure 5 show the axial distribution of the corresponding peak frequencies. Given here is the normalized quantity $\Re \{ S_{ref,x} \} / |\Re \{ S_{ref,x} \}|_{max}$ for a single microphone at five frequencies around each peak (same color as the highlighted amplitudes above). Dominant wavelengths of $\lambda = 2 \cdot L/\omega$, with $\omega = 1, 2, 3, \ldots$ and zero crossings are clearly seen for all selected frequencies corresponding to standing waves in a duct of length $L$, which here is the overall length of the test rig. For a cylindrical/annular open duct without terminations, the resonance frequencies of azimuthal, radial and longitudinal order $m, n$ and $o$ (with inner and outer radius $r_1$ and $r_2$) can be calculated without flow [13]:

$$f_{m,n,o} = \frac{c}{2\pi} \sqrt{\left(\frac{o \cdot \pi}{L}\right)^2 + \left(\frac{j_{mn}}{r_2}\right)^2} \quad (3)$$

Here $j_{mn}$ denotes the corresponding value of the $n$-th root of the $m$-th besselfunction, depending on the inner and outer radius.

Table 1 gives eight calculated resonance frequencies in the range up to 900 Hz using equation 3 (here speed of sound $c = 338$ m/s). In addition, the peak frequencies observed in figure 5 are listed. A comparison of the two reveals a high level of agreement between calculated and measured data for most of the peaks with an error of $< 5\%$. It can easily be verified that the mode orders...
TABLE 1: CALCULATED RESONANCES AND MEASURED PEAK FREQUENCIES IN THE TEST RIG.

<table>
<thead>
<tr>
<th>mode order</th>
<th>calculated $f_{m,n,o}$ [Hz]</th>
<th>measured $f_{\text{peak}}$ [Hz]</th>
<th>deviation [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>0, 0, 1</td>
<td>133</td>
<td>135</td>
<td>1.4</td>
</tr>
<tr>
<td>0, 0, 2</td>
<td>266</td>
<td>262</td>
<td>1.6</td>
</tr>
<tr>
<td>0, 0, 3</td>
<td>399</td>
<td>381</td>
<td>4.8</td>
</tr>
<tr>
<td>$\pm 1, 0, 1$</td>
<td>541</td>
<td>493</td>
<td>9.8</td>
</tr>
<tr>
<td>$\pm 1, 0, 2$</td>
<td>588</td>
<td>567</td>
<td>3.7</td>
</tr>
<tr>
<td>$\pm 1, 0, 3$</td>
<td>659</td>
<td>643</td>
<td>2.5</td>
</tr>
<tr>
<td>$\pm 1, 0, 4$</td>
<td>747</td>
<td>726</td>
<td>2.9</td>
</tr>
<tr>
<td>$\pm 1, 0, 5$</td>
<td>847</td>
<td>825</td>
<td>2.7</td>
</tr>
</tbody>
</table>

Corresponds to the sinusoidal waves depicted in figure 5. A final verification of the results of equation 3 is found in the azimuthal mode amplitudes. Using five traversed microphones, an azimuthal mode analysis at each axial position is feasible up to $m = \pm 2$ (determined with the method described above). The resulting mode amplitudes at these eight frequencies are given in figure 6, colored in correspondence to figure 5. Overall it can be seen that each frequency has either a dominant mode of $m = 0$ or a pair of $m = \pm 1$, as expected for azimuthally standing waves.

In conclusion, although three blade rows and struts are installed in the annular duct, the resonant behaviour is dominated by the overall axial extension of the test rig, which causes all cut-on acoustic modes $(m, n)$ to protrude at multiple frequencies $f_{m,n,o}$.

Resonances with connected piping system

Based on the previous results, the influence of the pressure air supply piping system was determined next. The investigation method introducing a sound source and using five axially traversed microphones was repeated in exactly the same conditions, but with the additional connected piping system. The averaged auto power spectrum is shown on top in figure 7. Compared to figure 6 differences mainly occur in the frequency range from 180 to 480 Hz. In this range many peaks with different amplitudes and a frequency spacing of approx. 13 Hz are measured. This must be due to the ducting of the pressure air supply piping system (see figure 3) with various locations of reflections and characteristic dimensions.

The cross section changes several times in the settling chamber, the diffusor and the piping system. This situation leads to various reflections superimposing with phase cancellation at specific frequencies, resulting in characteristic amplitude variations (cf. [13]). However, in the range above 480 Hz the spectrum is almost unchanged compared to figure 5. Obviously, azimuthal modes of the order $m > 0$ in the test rig are (almost) not influenced by the piping system, as given by their propagation and reflection properties. An azimuthal mode analysis at the highlighted frequencies reveals a similar result as found.

FIGURE 5: AXIAL DISTRIBUTION OF THE SOUND PRESSURE WITHOUT PIPING SYSTEM.

FIGURE 6: AZIMUTHAL MODES AT PEAK FREQUENCIES CORRESPONDING TO FIGURE 5.
before in figure 6. Derived from this, each peak corresponds to a standing wave with specific azimuthal, radial and longitudinal mode orders comparable to table 1. For validation, the axial distribution of the sound pressure is presented in the same manner as before, given in three subplots in figure 7. A comparison of figure 5 and 7 reveals a high level of accordance, showing sine waves at peak frequencies with \( m > 0 \) almost with the same wavelengths and zero crossings as without the connected piping system. However, the axial distribution according to the three lowest peaks with \( m = 0 \) is influenced the most. The different behaviour of modes \( m = 0 \) and \( m \neq 0 \) can be explained by the different dependency of their axial wave numbers. The axial wave number of the plane wave mode \( m = 0 \) keeps constant throughout the whole piping system, so that a definite interference pattern results out of the reflections at the few duct cross-sectional changes. On the other hand the axial wave number of higher order modes vary with each change of the duct cross section. The degree of wave number change hereby depends on the mode cut-on ratio, i.e. in particular modes with lower cut-on ratio as modes \( m = \pm 1 \) in the observed frequency range exhibit more intense destructive interference.

Overall one can conclude that the piping system exhibits a resonant behaviour only for modes having a very high cut-on ratio throughout the whole piping system, which in the investigated frequency range is true only for mode \( m = 0 \).

Resonances at idle conditions

Test rig resonances at idle conditions of \( M = 0.18 \) and \( \alpha = +12^\circ \) are investigated. Unlike before, many noise sources of various mechanisms are present now, caused by the flow itself. As before, the axial distribution of the sound pressure is of interest, but due to technical restrictions only a single microphone is traversed from 0.32 to 1.0 m (stepsize \( \Delta x = 20 \text{ mm} \)). Hence, this investigation and interpretation is based on less measurements and without determining the azimuthal structure. However, the situation is expected to be more complex in the case of flow. The measured averaged auto power spectrum is given on top in figure 8. An increased noise level is observed for all frequencies, plausibly due to the existing various noise sources in each test rig section.

A comparison with figure 7 reveals the recurrence of already identified spectral characteristics: The dominant peak at 120 Hz and amplitude peaks in the range between 180 and 480 Hz with frequency spacing of approx. 13 Hz. However, above 480 Hz various new amplitude peaks or humps are present in an apparently unsystematic manner. For selected peak frequencies (highlighted as before), the axial distribution is shown again in the subplots in figure 8. Due to a smaller axial section and the presence of source distributions with different spectral characteristics at various locations, an interpretation is not forthright concerning wavelengths or standing waves in the duct. However, a major influence of the swirling flow can be identified.

It is well-known that a circumferential flow component results in different wave numbers for modes having equal azimuthal order but spinning in respectively opposite direction to the mean flow. As a consequence the resonance frequencies of these modes do not collapse any more, further they do not superpose to an azimuthal standing wave pattern. Thus the spectral diversity is increased already solely by superposition of swirling flow. Unfortunately, this makes a separation of broadband noise sources such as blade incident turbulence noise or trailing edge noise very difficult.

Rotating Instability Components

So far, only simplified cases were investigated to understand various occurring spectral properties. These findings will help to interpret results at conditions \( M = 0.2 \)
and $\alpha = +12^\circ$ where the RI phenomenon is present. The sound field is now measured with the fixed microphone ring array in the outer casing upstream of the compressor and the additional reference sensors next to the hub clearance. Averaged auto power spectra are shown at the top of figure 9 both for the upstream array (black line), as well as for the reference sensors (red line). The spectrum of the upstream array exhibits the already identified properties, a predominant peak at approx. 120 Hz, various peak amplitudes with frequency spacing of approx. 13 Hz between 200 and 400 Hz and various high amplitudes in the range above 450 Hz, all associated with the test rig resonances. A new spectral characteristic is clearly present at the reference sensors in the near field in the range between 100 and 200 Hz. Narrowband peaks at constant frequency spacings are visible with high amplitudes. In general, an increased noise level is detected at the reference sensors due to unsteady pressure fluctuations next to the hub clearance.

An azimuthal mode analysis was carried out for the microphone ring to get further insight. Selected mode amplitudes are depicted in figure 9 (bottom). The predominant amplitudes of the modes $m = -1,0,1$ between 400 and 800 Hz comply with the previous findings of specific resonances at frequencies, at which wavelengths of positive and negative spinning azimuthal modes in a swirl flow match the characteristic length of the test rig. However, more striking are the mode amplitude peaks in the frequency range 80 to 200 Hz with a frequency spacing of approx. $\Delta f = 25$ Hz and subsequent numbered orders from $m = +2$ up to $+8$. Each modal peak corresponds to a peak in the averaged reference spectrum (see red line on top of figure 9 above). This pattern is attributed to the RI phenomenon [3]. In a simplified model it can be described as a rotating narrowband noise source mechanism with characteristic azimuthal dimensions, measured with sensors in a fixed coordinate system [2]. Here the frequency spacing of $\Delta f$ denotes the rotational frequency of the RI phenomenon. The large differences between the measured amplitudes at the reference sensors and the determined mode amplitudes in the upstream field are explained by an exponential decay of non propagating modes in the duct, where amplitudes of higher mode orders show a greater decay. As a consequence, a characteristic modal signature (with relative amplitudes) is changed with distance to its initial source plane. This behaviour is observed comparing the spectra in the near field with the modal pattern measured in the upstream array. In summary, the mode analysis method used here enabled clearly the detection of the RI, although the microphone array is placed in the outer casing upstream of the stator, where RI associated modes have lower amplitudes compared to other predominant spectral properties such as resonances. This constitutes a significant improvement compared to former investigations of the RI using a more simple analysis technique [1–3]. Thus, RI associated modal patterns could be proven for an axial stator with hub clearance for the very first time, similar to studies of rotors with tip clearance.

**CONCLUSION**

Resonances in test facilities often complicate a separation of the phenomena of interest. Objective of an ongoing study is the detection and characterisation of an aerodynamic rotating instability (RI) and the associated noise caused by an isolated axial compressor stator stage. In the present paper the influences of rig resonances on the sound field are dissolved and the characteristic signature of the RI is detected with help of an enhanced azimuthal mode detection for the very first time. The origin of the RI phenomenon was found next to the hub clearance. The modal properties of the RI match former results at rotor-stator stages with tip clearance. Predominant spectral properties caused by resonances due to geometric fea-
tures of the test rig and the connected piping system were identified clearly, based on extensive preliminary studies. This helped to interpret the occurring spectral properties. Unfortunately, a separation of the other broadband noise sources such as blade incident turbulence noise or trailing edge noise could not be reached. The analysis method used in this paper allows a clear detection of the RI, even if its associated modes have low amplitudes compared to other predominant spectral properties. Advantages of this analysis technique can be used in case of noisy environments or in a more reliable and earlier detection of the RI, as an assumed stall indicator. As an outlook, the mutual influence of resonances and the RI will be identified. Furthermore, a detailed investigation of the RI source mechanism and the influence of parameters will be conducted, e.g. by determining the temporal properties of each mode. Such investigations will complete the knowledge on the RI phenomenon.
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ABSTRACT
The high flow capacity of rotary control valves, increases the probability of noise generation in the plant. This paper deals with the experimental analysis of the aerodynamic noise in a rotary control valve. The experimental tests have been performed, according with the International Standards, using a pilot plant with 3” steel pipes feed by an air compression system. The characterization of the noise intensity, vibration and sound pressure has been measured by mean a PCB accelerometer and a sound level meter. Noise measurements were performed closing the test section in an anechoic chamber, expressly designed for this type of investigation. The first results of this analysis allowed the solution of a specific problem of noise generation on a real case and gave significant information on the parameters that affect the aerodynamic noise generation in this type of valves.

NOMENCLATURE

- $A_p$: Pipe area on section ‘A’ [m$^2$]
- $c$: Sound speed [m/s]
- $c_0$: Sound speed of a fluid at rest [m/s]
- $D_p$: Differential pressure measured with the pitot tube on section ‘A’ [Pa]
- $d$: Hole diameter [m]
- $d$: Pipe diameter [m]
- $f_c$: Characteristic frequency of the peak [Hz]
- $Ma$: Mach number [-]
- $p$: Pressure into a fluid flow [Pa]
- $p_0$: Pressure of a fluid at rest [Pa]
- $p_p$: Absolute pressure on section ‘A’ [Pa]
- $Q_m$: Mass flow rate [kg/s]
- $SPL$: Sound pressure level [dB]
- $St$: Strouhal number [-]
- $T_{th}$: Lighthill turbulent stress tensor [Pa]
- $T_p$: Temperature on section ‘A’ [K]
- $t$: Plate thickness [m]
- $V_p$: Flow velocity on section ‘A’ [m/s]
- $v_i$: Component of fluctuation velocity [m/s]
- $\varepsilon_{ij}$: Strain rate tensor [s$^{-1}$]

- $\theta$: Valve opening angle [°]
- $\mu$: Dynamic viscosity [Pa∙s]
- $\rho$: Density into a fluid flow [kg/m$^3$]
- $\rho_0$: Density of a fluid at rest [kg/m$^3$]
- $\rho_p$: Fluid density on section ‘A’ [kg/m$^3$]

INTRODUCTION
The noise level of ducts for fluid transport is a constant problem in many activities that have to do with fluid-dynamic infrastructures, such as pipelines or pneumatic systems, where the generated noise may substantially exceed the limits imposed by law. This is true especially when specific devices, such as control valves, are installed to control the flow. The control of the flow is indeed provided by an abrupt energy dissipation that is obtained through a local increase of the flow turbulence.

According to the Analogy of Lighthill [1-2] the emission of noise in a compressible flow is related to turbulence. The Lighthill’s formulation is based on the principle that the turbulence involves the transformation of part of the fluid mechanical energy in sound energy, which propagates in the surrounding as a wave. The idea of Lighthill made an advance in noise knowledge and it is at the basic of the modern Vortex Sound Theory [3]. The effect of turbulence on noise production therefore can be expressed by a particular stress tensor, said Lighthill turbulent stress tensor, in which are considered the contributions of the Reynolds stress, the surplus of momentum and the effects of noise attenuation due to viscosity. $T_{th}$ expression is presented in Eqn. (1):

$$ T_{th} = \rho v_i v_j + [(p - p_0) - c_0^2 (p - p_0)] - 2 \mu \varepsilon_{ij} \quad (1) $$

Generally, the difficulties in determining the Reynolds stress and the viscosity attenuation allow to evaluate $T_{th}$ only when those terms are negligible. In this case the sound pressure level is simply given by the transformation of the momentum surplus into pressure fluctuations.
real case of single-frequency noise generated by a gas flow, under some working conditions or generate an unexpected noise. Specific trims may be particularly noisy for equipments different from those experimentally investigated. A sufficiently accurate estimation of sound pressure levels can be obtained through theoretical and empirical knowledge validated by experimental evidences (i.e. IEC 60534-8-3 standards). However, this method proposed by the International Standards represents only a simplified model of the real valve (Fig. 1).

The experimental test have been performed, according to the International Standards, using a pilot plant realized at PIVIESSE Srl in Nerviano (Italy) (Fig. 2). It has been designed and implemented within a research program between Politecnico of Milano and PIVIESSE. The plant, composed with 0.0762 m (3”) steel pipes and 10 m long, is fed by an air compressor system able to guarantee pressures up to 9.5 bar at the reference section upstream the test section. Control valves placed upstream and downstream the test section allow the setting of the proper fluid-dynamic conditions for each experimental test. Sections ‘A’ and ‘D’ are fixed, while the others can be replaced for testing devices of different diameters. So that, both diameters (of sections and device) are kept constant to maintain flux uniformity. Section ‘A’ is provided with a pressure tap, a pitot tube and a thermocouple respectively at 52d, 55d and 58d of its total length (60d). Section ‘B’ is 30d long to avoid any flux interference due to the pitot tube and is equipped with a thermocouple, at 26d, and a pressure tap, three diameters

**FIGURE 1: 3” MODEL VALVE’S TRIM**

Since the Analogy of Lighthill was originally formulated by considering free jets, when the noise of confined flows is investigated, it is necessary to consider other sources of noise in addition to the "free" turbulence, such as: the mechanical response of the structure to the fluid excitation and the whistling effects due to the particular design of the boundary (cavity and holes) [3].

Inside of a pipeline therefore the noise prediction could be a very tricky problem. The turbulent structures can interact each others, with pipeline and control devices or, in the case of supersonic regime, with the shock waves. To each type of interaction a different value of sonic emission could be associated. These sonic emissions have different efficiencies depending on the Mach number of the flow [4]. This allows to explain the sudden reinforcing of a sonic frequency compared to the others and also the simultaneous presence of several characteristic frequencies which may constitute the sound emission. The fluid-structure interactions can also generate reinforcing phenomena, due to resonance, leading to the occurrence of a single-frequency emission (whistle) [5]. This is the case of a flow over a cavity [6-7]. The whistle can be generated at low Mach number and its characteristics change with the cavity shape and flow speed [8].

Despite all the advance of the theoretical knowledge, noise prediction models still remain an open issue. The greatest gap between theory and applications is represented by the turbulence field, which is generally unknown and unpredictable. To overcome this problem, the noise predictions for fluid-dynamic devices are based on theoretical and empirical knowledge validated by experimental evidences (i.e. IEC 60534-8-3 standards). The method proposed by the International Standards is limited by the range of applicability of the experimental evidences and does not guarantee, in general, a sufficiently accurate estimation of sound pressure levels for equipments different from those experimentally investigated. Specific trims may be particularly noisy under some working conditions or generate an unexpected noisy whistle which brings the noise level over an acceptable limit.

The study presented in this paper originates from a real case of single-frequency noise generated by a gas pipeline regulated by a rotary control valve with perforated plates inside the trim. Using accelerometers and sound level meters was possible to reconstruct the acoustic field of the pipeline and identify the whistle characteristic emission frequency (ranging from 1170 to 2500 Hz) proportionally increasing with the pipeline flow conditions. In particular the Beamforming technique was used to determine the sonic source. This technique starts from the sound level meter signals, perceived by a microphone array fixed to a frame, whose geometry has to be properly designed, and reconstructs the sound field in each location within a pre-defined region space [9]. As location algorithm was used the Delay & Sum algorithm. It combines (Sum) the acoustic measurements, taking into account the different acoustic paths (Delay) between the suspected source locations and the measurement points [10], the resulting effect is:

- if the focused location corresponds to an actual sound source, the algorithm performs a constructive sum and the output is equal to the actual sound source SPL;
- if the location doesn’t correspond to a source, the sum is destructive and the output is attenuated.

Thanks to the previous information taken on the gas pipeline, it was possible to reproduce the single-frequency noise on a 3” simplify model of the real valve (Fig.1). Moreover, laboratory investigations allowed the study of the influence of different geometrical parameters of the valve, such as: hole’s diameters of the perforated plates placed inside trim and the travel of the valve [11]. The analysis of the experimental evidences will be presented after the experimental setup description.

**EXPERIMENTAL SETUP**

The experimental tests have been performed, according to the International Standards, using a pilot plant realized at PIBIVIESSE Srl in Nerviano (Italy) (Fig. 2). It has been designed and implemented within a research program between Politecnico of Milano and PIVIESSE. The plant, composed with 0.0762 m (3”) steel pipes and 10 m long, is fed by an air compressor system able to guarantee pressures up to 9.5 bar at the reference section upstream the test section. Control valves placed upstream and downstream the test section allow the setting of the proper fluid-dynamic conditions for each experimental test. Sections ‘A’ and ‘D’ are fixed, while the others can be replaced for testing devices of different diameters. So that, both diameters (of sections and device) are kept constant to maintain flux uniformity. Section ‘A’ is provided with a pressure tap, a pitot tube and a thermocouple respectively at 52d, 55d and 58d of its total length (60d). Section ‘B’ is 30d long to avoid any flux interference due to the pitot tube and is equipped with a thermocouple, at 26d, and a pressure tap, three diameters...
farthest. Section ‘C’ (20d) has four pressure taps (at 3d, 6d, 12d and 15d) and a thermocouple at 9d. The last section is 9d long and both a thermocouple and a pressure tap are set on it. The silenced outlet is at atmospheric pressure.

FIGURE 2: EXPERIMENTAL APPARATUS

Measures of pressure, temperature, mass flow rate and noise can be performed on the apparatus. Several instruments have been used during the test; the following provides all the equipment used (precisions are in Tab. 1):

- an high precision absolute pressure transducer 0-10 bar by TecSis mod. P3290S075020;
- two absolute pressure transducer 0-10 bar by TecSis mod. P3276S075801;
- an absolute pressure transducer 0-2 bar by TecSis mod. P3276S075801;
- a differential pressure transducer 0-10000 Pa by Furness Controls mod. 352;
- a differential pressure transducer 0-150 Pa by Furness Controls mod. 352;
- a differential pressure transducer 0-1 bar by Lektra mod. WT2000DP5S;
- four k-type thermocouples;
- a multihole pitot tube by Furness Controls mod. FCO68;
- a single point pitot tube by Furness Controls mod. FCO65;
- a sound level meter by Larson Davis mod. LXT with a 1.27 cm (½”) microphone by PCB mod. 377B02;
- an accelerometer by PCB mod. 352A60.

The acquisition of each instrument signal is made using the Lab View software, setting the necessary parameters (sampling rate, and transfer functions). The signals of the three instruments on section ‘A’ are used to determine the mass flow rate \( Q_m \) and then, inverting Eqn. (2), the flow velocity is analytically determined in each point where pressure, temperature and pipe area are known.

\[
Q_m = \rho_p \cdot A_p \cdot V_p
\]  

In Equation 2, the subscript ‘p’ indicates the quantity measured in the pipe section ‘A’, the flow density and the flow velocity are defined by the following Equations

\[
\rho_p = \frac{P_p}{287 \cdot T_p} \tag{3}
\]

\[
V_p = \sqrt{\frac{2 \cdot D_p}{\rho_p}} \tag{4}
\]

and \( A_p \) is the area of the pipe. Noise measurements were performed closing the test section in an anechoic chamber and acquiring the accelerometer and sound level meter signals. The sound level meter can perform measures of sound pressure level (dB) and pressure fluctuations.

<table>
<thead>
<tr>
<th>Instrument</th>
<th>Measurement Range</th>
<th>Precision</th>
</tr>
</thead>
<tbody>
<tr>
<td>TecSis mod. P3276S075801</td>
<td>0-1 bar</td>
<td>0.25% of F.S. ±0.03 bar</td>
</tr>
<tr>
<td>TecSis mod.</td>
<td>0-2 bar</td>
<td>0.25% of F.S. ±0.03 bar</td>
</tr>
<tr>
<td>TecSis mod. P3290S075020</td>
<td>0-10 bar</td>
<td>0.1% of F.S.</td>
</tr>
<tr>
<td>Furness Controls Mod. 352</td>
<td>0-150 Pa</td>
<td>0.25% of the lecture for ( \Delta P \geq 15 ) Pa</td>
</tr>
<tr>
<td>Furness Controls Mod. 352</td>
<td>0-10000 Pa</td>
<td>0.25% of the lecture for ( \Delta P &lt; 15 ) Pa ±0.0375 Pa</td>
</tr>
<tr>
<td>Lektra WT2000DP5S</td>
<td>0-1 bar</td>
<td>0.44% F.S.</td>
</tr>
</tbody>
</table>

RESULTS

In this paper are presented the results of an experimental investigation on the acoustic emission due to the interaction between an air flow and coupled perforated plates within a rotary control valve. In each test the pressure upstream the valve was kept constant to 500000 Pa and were changed the mass flow rate, the diameter of the plate holes and the opening angle of the valve.

The first step of the experimental investigation was focus on the reproduction of the whistle evidenced in the gas pipeline on a 3” simplify valve model. After that, within the limit of the experimental set-up, we have investigated the dependence of the single-frequency emission (whistle) on the Mach number, on the holes diameter and on the travel range of the valve.
Figure 3 reports the power spectral density (PSD), obtained by Welch’s method, of the pressure fluctuations acquired with the sound level meter placed in the anechoic chamber versus the Mach number of the flow referred to the pipe velocity. The case is set on a full open valve with two perforated plates placed parallel to the flow direction. The plate thickness was of 0.005 m and the holes diameter was d=0.004m. The figure evidences the presence of a well recognizable single-frequency emission (whistle) at about 2275Hz (Ma=0.091). This whistle, which was clearly audible during the lab test evidences the same characteristic frequency of the whistle acquired on the gas pipeline mentioned before. The emission frequency and the intensity, of the whistle of Figure 3, decrease with Mach number and disappear for Ma=0.038. The same behavior was observed by considering the accelerometer signal as it is shown in Figure 4. The parallel analysis of the sound level and accelerometer signals gave us a better understanding and control of the phenomenon. It was repeated for each of the following analysis with comparable results.
In Figure 5 is analyzed the influence of the holes dimension on the noise emission for the full open configuration ($\theta = 90^\circ$). For a quasi constant value of the Mach number ($Ma \approx 0.085$) the figure reports the power spectral density (PSD) of the pressure fluctuations for a plate without holes and for 5 different plates with holes of diameters having ranges between $d=0.003m$ and $d=0.008m$, maintaining the same porosity. In this cases (Fig.5), the whistle is detected only for a holes diameter equal to 0.004m, 0.005m and 0.006m and, in this range, the frequency of the peak decreases with the increases of the holes diameter. This can be related with the vortex shedding frequency: the greater is the hole the lower is the shedding frequency. Furthermore, while the whistle absence for plates with no holes was predictable, the behavior of $d=0.003m$ and 0.008m is unexpected. For $d=0.008m$, it could probably be due to the limited flow speed available in the experiment set-up; for $d=0.003m$ it could be related to the aspect ratio of the holes that changes because we maintained constant the plate thickness.

Changing the travel of the valve, it is possible to observe a different behavior of the sonic emission both changing the Mach number and the design of the plates. Figure 6 reports the power spectral density (PSD) of the pressure fluctuations versus the Mach number for the case of travel $\theta = 80^\circ$. On the figure can be observed that the behavior of the position of the noise pick is not very different by those observed in Figure 3. The position of the pick assumed a grater value than the corresponding pick of Figure 3, but decreasing the Mach number the presence of the whistle disappears before. The whistle is absent for Mach number lower than $Ma = 0.079$.

We experimentally investigate same travel lower than $\theta=80^\circ$, but starting to $\theta=70^\circ$ in the experimental range of Mach number available, we did not record the presence of whistles.

The effects of the plate design on the whistle presence are also considered for the case of $80^\circ$ travel. As before considered in Figure 5, for a quasi constant value of the Mach number ($Ma \approx 0.085$) the Figure 7 reports the power spectral density (PSD) of the pressure fluctuations for 5 different plates with the same porosity and with the holes of diameters $d=0.003, 0.004, 0.005, 0.006, 0.008 m$. In this case we observe that the frequencies of the whistles increase. Moreover it is possible to observe that in this case a whistle with a significant pick is present also for the case of $d=0.008m$.

Changing the travel of the valve, it is possible to observe a different behavior of the sonic emission both changing the Mach number and the design of the plates. Figure 6 reports the power spectral density (PSD) of the pressure fluctuations versus the Mach number for the case of travel $\theta = 80^\circ$. On the figure can be observed that the behavior of the position of the noise pick is not very different by those observed in Figure 3. The position of the pick assumed a grater value than the corresponding pick of Figure 3, but decreasing the Mach number the presence of the whistle disappears before. The whistle is absent for Mach number lower than $Ma = 0.079$.

We experimentally investigate same travel lower than $\theta=80^\circ$, but starting to $\theta=70^\circ$ in the experimental range of Mach number available, we did not record the presence of whistles.

The effects of the plate design on the whistle presence are also considered for the case of $80^\circ$ travel. As before considered in Figure 5, for a quasi constant value of the Mach number ($Ma \approx 0.085$) the Figure 7 reports the power spectral density (PSD) of the pressure fluctuations for 5 different plates with the same porosity and with the holes of diameters $d=0.003, 0.004, 0.005, 0.006, 0.008 m$. In this case we observe that the frequencies of the whistles increase. Moreover it is possible to observe that in this case a whistle with a significant pick is present also for the case of $d=0.008m$.

Even if, with these first experimental results, we are not able to give a complete description of the phenomenon, some analogies with the phenomenon of flow over cavity can be discussed. As depicted in Figure 8, the flow over a cavity induced vortex generation on the upstream edge (A); when the vortices impacting on the downstream edge of the cavity (B) they generate a sound. The sound waves generated by the impact of the vortices propagate up to the leading edge and increase the vortices generation. The phenomenon is reinforced and therefore gives rise to a particularly intense sound source characterized by a specific frequency.
Starting by this analogy, we tried to correlate the frequency peak and the flow speed by means of the Strouhal number based on the frequency of the whistle \( f_c \), the hole diameter \( d \) and the flow velocity \( V_p \) as reported in the following equation:

\[
St = \frac{f_c \cdot d}{V_p}
\]  

Figure 9 shows the behavior of the Strouhal number when the Mach number changes within our experimental range. The legend divides the series on the base of the hole’s aspect ratio and on the travel of the valve.

The minimum Mach values of every series represent the threshold for the whistle perception, the maximum Mach values are the plant limit. The Strouhal number represents the dimension of vortex structures, as result the vortex structure increases proportionally with the diameter and inversely with the Mach. Similar results was found by Rowley et al. [5], though significant differences exist between the respective experiments. In fact, in our case cavities go through the whole plate, there are several holes close together and the plates are coupled.

About the overall noise produced by the different configurations, the interpretations of the preliminary records are not so clear. As shown in Figures 10 and 11, it seems that for the whistling cases there is an increase in the SPL detected by the sound level meter but the trend is not always concordant. This can be due to some experimental uncertainties for example related to the correct use of the anechoic chamber (i.e. external noise recorded into the chamber) or to significant differences in the frequency spectrum placed over the 3000 Hz limit imposed by the acquisition frequency that was limited to 6000 Hz by the experimental set-up.

CONCLUSIONS

The experimental analysis has shown that, in the cases considered of control device, the relevance of the fluid-structure interaction is significant and causes the strengthening of a single frequency noise generating a whistle that increases the noise level to unacceptable levels. The results of this work have provided interesting suggestions for the practical solution of specific noise problems which affect this type of device. Moreover, the
dependence of the whistle frequency on the dimension of the hole diameter is a significant result for the optimization of these trims. By the scientific point of view, the geometry of the system should be simplified to better understand the influence of the main significant parameters involved. For example, the use of a single plate and the changing of the plate thickness are the first improvements to be considered on the experimental setup. Finally, also the use of numerical simulation to study in more detail the flow field generated inside the valves could be important to help the comprehension of the phenomenon.
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ABSTRACT
Experimental and numerical investigations of unsteady transonic flows and flow-induced vibration of venturi type control valves are carried out. For test valves, three kinds of valve heads are examined. With rigidly supported valve heads, unsteady flow characteristics are investigated experimentally and numerically. Results show that the transonic separated jet around the valve head fluctuates with several kinds of fluctuation modes. With flexibly supported valve heads, characteristics of flow-induced vibrations are investigated. Experimental results show that the self-excited valve vibrations can take place at a certain range of operation condition. Numerical simulations are carried out under forced valve head oscillation in order to estimate fluid forces and fluid force moments. Results show that the lateral forces and moments on the valve head may provide negative damping.

NOMENCLATURE

- $C$ Added damping coefficient
- $A$ Valve head displacement in y-z plane
- $D_s$ Valve seat diameter
- $ε$ Valve head whirling radius
- $ε_L$ Valve opening ratio, $x_L/D_s$
- $F_r$ Fluid force in radial direction
- $F_t$ Fluid force in tangential direction
- $K$ Added stiffness coefficient
- $M_r$ Fluid force moment in radial direction
- $M_t$ Fluid force moment in tangential direction
- $p_0$ Inlet total pressure
- $p_b$ Back pressure
- $ω$ Angular frequency of valve head vibration
- $x$ Coordinate in axial (longitudinal) direction

INTRODUCTION
In nuclear and thermal power plants, various kinds of valves are used. Venturi type valves are adopted for control valves of main steam flow from steam generators to power turbines. The function of the main control valve is to control the steam flow rate during startup and shutdown transients of the power plants. During the throttle operation of the control valve, however, it is known that high level pressure fluctuations may take place due to flow fluctuations around the valve. Such flow fluctuations can cause serious noise and vibration. Experimental and numerical investigations have been carried out in order to understand unsteady flow characteristics around the valve [1]-[6]. In these studies, it has been clarified that a separated transonic jet around the valve head fluctuates at random and high level pressure pulsations are observed around valve head and valve seat. Shioyama et al.[7] have carried out investigation of characteristics of acoustics and downstream pipe vibrations and have reported that the vibration of the downstream pipe is caused by the resonance of higher order eigen modes of the pipe wall and acoustic modes in the cross section of the pipe. Widel [8] and Zhang [9][10] have reported that valve head support shafts have been damaged by dynamic fluid forces due to flow fluctuations. Authors have carried out experimental and numerical investigations of a flow-induced vibration of the valve head [6][11]. In these investigations, the valve head is excited with fixed frequencies and displacement amplitudes and dynamic fluid forces are examined. According to both experimental and numerical results, the
Fig. 1 Test valve with rigid support shaft

Table 1 Dimensions of test valve

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Seat diameter, $D_s$</td>
<td>62.4 mm</td>
</tr>
<tr>
<td>Minimum diameter downstream of valve, $D_{mn}$</td>
<td>52 mm</td>
</tr>
<tr>
<td>Diameter of downstream pipe</td>
<td>81.9 mm</td>
</tr>
<tr>
<td>Length of downstream pipe</td>
<td>1800 mm</td>
</tr>
<tr>
<td>Curvature radius of head surface</td>
<td>43.7 mm</td>
</tr>
<tr>
<td>Curvature radius of seat surface</td>
<td>12 mm</td>
</tr>
</tbody>
</table>

Fig. 2 Test facility

lateral fluid force provides the negative damping. In the present study, influences of valve head contours are discussed by comparing three kinds of valve head. Fundamental flow characteristics around the valve head are examined with rigidly supported valve head. Flow induced vibration of the valve head are observed with flexibly supported valve head. Numerical simulations are carried out in order to clarify characteristics of flow patterns and fluid forces. In addition to fluid forces, influences of fluid force moments are also taken into account.

EXPERIMENTAL SETUP

Schematic of a test valve and main dimensions are shown in Fig. 1 and Table 1. The valve head is supported by the shaft and the flow rate can be adjusted by shifting the valve head. The operation conditions are defined by following two parameters:

\[ \varepsilon_L = \frac{x_L}{D_s} \]  \hspace{0.5cm} \text{(1)}

\[ \psi_p = \frac{p_0}{p_b} \]  \hspace{0.5cm} \text{(2)}

$\varepsilon_L$ in Eq. (1) is valve opening ratio and is defined as the ratio of the valve head opening, $x_L$ and the valve seat diameter, $D_s$. The pressure ratio $\psi_p$ in Eq. (2) is defined as the ratio of the inlet total pressure, $p_0$ and back pressure, $p_b$.

The test facility is shown in Fig. 2. It is a blow-down type wind tunnel. The working fluid is dry air stored in an air tank. The inlet pressure is kept less than 1.0 MPa with a magnetic control valve. The working fluid from the test valve is discharged to atmosphere via a silencer with the diameter of 500mm. The inlet pressure is measured at the side of the valve case with a pressure transducer (Kyowa electronic instruments, PH-10KB). The back pressure is atmospheric.

Two kinds of support shafts are used. The first one is the rigid shaft as shown in Fig. 1. The rigid shaft is made of steel and with the diameter of 80mm. The second shaft is a flexible one which is shown in Fig. 3. Specification of the flexible shaft is shown in Table 2. With the rigid shaft, flow fluctuations without the valve head vibration are observed. With the flexible shaft, the flow-induced vibration of the valve head is observed. With the flexible shaft, the displacement of the valve head is estimated from the strains of the shaft measured with the strain gauges put in the vicinity of shaft root.

Three valve heads shown in Fig. 4 are used in order to compare the characteristics of flow fluctuation and flow-induced vibration of the valve head. The original valve head in Fig. 4 (a) is similar to the one in the real power plants [7]. The second one in Fig. 4 (b) is named “flat valve head” and is made by cutting the tip of the original valve head. The third one in Fig. 4 (c) is named “wedge valve head” and is made by cutting the flat valve head furthermore. The wedge valve is similar to the modified valve head contour in the study by Araki et al.[1] For these valve heads, the same valve seat is used. Four flush mount pressure taps are located on the valve head surface at each 90 degrees in circumferential direction and are named “A1” through “A4”. Unsteady pressure fluctuations are measured with semiconductor pressure transducers (KULITE, CT-190-100A).

Table 2 Specifications of Flexible shafts A and B

<table>
<thead>
<tr>
<th></th>
<th>Shaft A</th>
<th>Shaft B</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inner diameter</td>
<td>10</td>
<td>20</td>
</tr>
<tr>
<td>Outer diameter</td>
<td>14</td>
<td>24</td>
</tr>
<tr>
<td>Natural frequency</td>
<td>Original valve head</td>
<td>60.8</td>
</tr>
<tr>
<td></td>
<td>Flat/Wedge valve head</td>
<td>97.7</td>
</tr>
</tbody>
</table>
CHARACTERISTIC OF FLOW FLUCTUATION

The characteristics of flow fluctuations have been examined with the rigid supported shaft. Unsteady numerical simulations with the validated code [11] were made in order to understand flow pattern around the valve. According to the pressure fluctuation patterns the flow fluctuation patterns are classified into three kinds as follows:

i) Random flow fluctuation

Figure 5 shows experimental and numerical results with the original valve head for a condition at which the random flow fluctuation takes place. The wave forms of pressure fluctuations measured at four points A1 through A4 show random pattern and no spectral peak is observed as shown in Fig. 5 (a) and (b). Similar spectra were obtained from the numerical simulation. Figure 5 (c) shows instantaneous Mach number and pressure distributions obtained by the numerical simulation. The numerical result shows that the pressure fluctuation observed on the valve head surface is caused by the fluctuation of the separated supersonic jet. Around the reattachment point of the separated jet, a high pressure region occurs due to the shock-boundary layer interaction. The random flow fluctuation pattern is also observed in the experiments with the flat valve head and the wedge valve head.

ii) Periodic asymmetric flow fluctuation

With the flat valve head and the wedge valve head, a periodic pressure fluctuation propagating in the circumferential direction is observed. Time histories and spectra of the pressure fluctuation measured at points A1 through A4 are shown in Fig. 6 According to Fig. 6(a), it can be seen that the pressure peak propagates A4→A3→A2→A1 and amplitudes of the pressure fluctuation are comparable with those of the random flow fluctuation. The spectral analysis in Fig. 6 (b) shows an obvious spectral peak at 220Hz and the phase differences between each two neighboring point have been confirmed to be approximately 90°. Similar spectra were obtained from the numerical simulation. The numerical results in Fig. 6 (c) shows the high pressure region rotates on the valve head associating with the fluctuation of the separated jet in circumferential direction. Such periodic asymmetric flow fluctuation has been observed at low pressure ratios in the experiment with the flat and the wedge valve heads but
not with the original valve head. Frequencies vary from 100Hz to 500Hz depending on operating conditions. iii) Periodic symmetric flow fluctuation

In Fig. 7, pressure measurements and their spectra show periodic pressure fluctuation with small phase differences between four points A1-A4. The numerical result shows that the asymmetric separated jet fluctuates in axial direction and the jet directions are almost fixed. Such a flow fluctuation pattern has been observed with the wedge valve head at large valve opening ratios and high pressure ratios. It has been observed that the frequencies increase as pressure ratios decrease from 700 to 1200Hz.

In Fig. 8, flow fluctuation patterns are shown in $\psi_p=\varepsilon_L$ plane. For the original valve head, the random flow fluctuation (i) is observed. For the flat and the wedge valve heads, in Fig. 8 (a) and (b), at the pressure ratio lower than the dashed line, the jet separates from the valve head and the valve seat at the pressure ratio lower than the dashed line. At the pressure ratio higher than the dashed line, the flow attaches on the valve seat and the pressure fluctuation level is much lower. For the flat valve head, the periodic pressure fluctuation is observed above the dashed line but the amplitudes are small. The periodic asymmetric flow fluctuation with large amplitude (ii) is observed at the pressure ratio less than and in the vicinity of the dashed line for the flat and the wedge valve heads. The symmetric flow fluctuation (iii) is observed at the large valve opening ratio for the wedge valve head. Comparing three valve heads, the region at which the flow fluctuations take place is the largest for the flat valve head and is the smallest for the wedge valve head. It is confirmed that flow fluctuations are suppressed with the wedge valve head as Araki et al. [1] have reported.
FLOW INDUCED VIBRATION OF VALVE HEAD

As authors have reported previously [6][11], the self-excited valve head vibration can take place due to the flow fluctuation. In the previous study [6][11], experimental and numerical investigations were carried out for the original valve head. Results showed that the random flow fluctuation became periodic due to the valve head vibration. Both experimental and numerical results showed that dynamic fluid forces caused negative damping effects. According to these results, it was concluded that the valve head vibration was self-excited vibration. With the flat and wedge valve heads, similar phenomena are observed as shown in Fig. 9. In this section, influences of valve head contours on the characteristics and mechanisms of the valve head vibration are discussed by comparing the results for the original valve head, flat valve head and wedge valve head.

Figure 10 shows spectra of pressure fluctuations measured with the wedge valve head with the rigid shaft, flexible shafts A and B. With the rigid shaft, the periodic asymmetric flow fluctuation pattern is observed. With shafts A and B, frequencies of the pressure fluctuation agree with each natural frequency shown in Table 2. The flow fluctuation is locked-in with the valve head vibration.

In Fig. 11, valve head displacement amplitudes are shown in $\psi_p=\varepsilon L$ plane. Comparing with Fig. 8, the valve head displacement amplitude becomes larger when the flow fluctuation takes place. In Fig. 11, the size of the region with larger displacement amplitude is the largest for the original valve head. For the flat and the wedge valve heads, the displacement amplitude becomes large at the small valve opening ratio and pressure ratio region.
The displacement amplitudes for the flat valve head are totally smaller than those for the wedge valve head.

As mentioned in the previous study, the fluid force plays an important role to determine the stability of the valve head vibration. However, it is difficult to estimate the dynamic fluid forces with the present experimental equipment because the additional structural damping effects of the test facility are included. In the present study, fluid forces are evaluated numerically. Numerical simulations are carried out under the forced vibration of the valve head with constant amplitude and frequency. Dynamic fluid forces and moments are evaluated by integrating the surface pressure. The flow-valve head system is assumed to be a linear system as shown in Fig. 12. The fluid force and fluid force moment are assumed to act at the junction of the shaft and valve head. The shaft root is treated as a fixed end. The trajectory of the valve head displacement is assumed to be circular although elliptical in the experiments as shown in Fig. 9.

Experimental and numerical results of the pressure fluctuation at the point A2 and A4 along the valve head displacement in y-direction are shown in Fig. 13. Where, the y-axis directs from the point A2 towards the point A4. Comparing these results, amplitudes of pressure fluctuations are in acceptable agreement. Comparing phase differences between the valve head displacement and pressure fluctuations, pressure fluctuations show the phase lead at the point A4 and the phase lag at the point A2 for both experimental and numerical results. According to this comparison it is considered that the numerical predictions are useful to discuss dynamic fluid force and moment.

The valve head vibration is considered to be caused by fluid force and moment to the support shaft. The equation of motion of the valve head is represented as follows in the circular orbit in complex plane as shown in Fig. 14 [12].

\[
 m\ddot{\varepsilon} + C_0 \dot{\varepsilon} + K_0 \varepsilon = F + i \frac{M}{l}
\]  

(1)

Where \( \varepsilon \) is the valve head displacement, \( C_0, K_0 \) are damping and stiffness coefficients of the shaft, \( F \) and \( M \) are dynamic fluid force and fluid force moment. By assuming amplitudes and frequency of the displacement and fluid forces are constant, \( \varepsilon, F, \) and \( M \) are represented as follows.
\[ e = e_0 e^{i \omega t} \quad (2) \]
\[ F = F_0 e^{i (\omega t + \theta)} \quad (3) \]
\[ M = M_0 e^{i (\omega t + \phi)} \quad (4) \]

By substituting (3), (4) into right hand side of (1), the fluid force and moment are represented as follows.

\[
F + i \frac{M}{l} = F_0 e^{i (\omega t + \theta)} + i \frac{M_0}{l} e^{i (\omega t + \phi)} \\
= \left[ F_0 \cos \theta - \frac{M_0}{l} \sin \phi \right] + i \left[ F_0 \sin \theta + \frac{M_0}{l} \cos \phi \right] e^{i \omega t} \\
= \left( F_0 - \frac{M_0}{l} \right) e + \left( F_0 \sin \theta + \frac{M_0}{l} \cos \phi \right) e^{i \omega t} \\
= \left( F_0 - \frac{M_0}{l} \right) e + \left( F_0 \sin \theta + \frac{M_0}{l} \cos \phi \right) e^{i \omega t} \\
= \left( F_0 - \frac{M_0}{l} \right) e + \left( F_0 \sin \theta + \frac{M_0}{l} \cos \phi \right) e^{i \omega t} \\
= \left( F_0 - \frac{M_0}{l} \right) e + \left( F_0 \sin \theta + \frac{M_0}{l} \cos \phi \right) e^{i \omega t} \\
= \left( F_0 \sin \theta + \frac{M_0}{l} \cos \phi \right) e^{i \omega t} \quad (5)
\]

Where, the subscripts \( n \) and \( t \) means the components normal and tangential to the whirl orbit. Comparing left and right hand sides of Eq. (1), added stiffness and damping coefficients are obtained.

\[ K = -\frac{1}{e_0} \left( F_n - \frac{M_n}{l} \right) \quad (5) \]
\[ C = -\frac{1}{\omega e_0} \left( F_t + \frac{M_t}{l} \right) \quad (6) \]

Consequently the equation of motion of the valve head is obtained.

\[ m \ddot{e} + (C + C) \dot{e} + (K + K) e = 0 \quad (7) \]

When \((F_t + M_t/l)>0\), added damping coefficient \( C \) becomes negative and the flow around the valve head would enhance the valve head vibration.

Numerical evaluation of dynamic fluid forces and fluid force moments are presented in Fig. 15 with the wedge valve head at \( \varepsilon_L = 0.025, \psi_p = 0.33 \). At this condition, the valve head vibration with large displacement amplitudes is observed as shown in Fig. 11. In Fig. 15, mean values of \( F_t \) and \( M_t/l \) are 0.011 and 0.006, respectively. Therefore, the mean added damping coefficient is negative and this agrees with the observation in Fig. 11.

Figure 16 shows the result with the wedge valve head at \( \varepsilon_L = 0.025, \psi_p = 0.62 \). Mean values of \( F_t \) and \( M_t/l \) are 0.0052 and 0.0004, respectively. Although the added damping coefficient becomes negative, the absolute values are much smaller than in Fig. 15. Actually, in Fig. 11, the displacement amplitude is small. This may be because the total damping coefficient \( C_0 + C \) is not negative.

Figure 17 shows the result with the original valve head at \( \varepsilon_L = 0.068, \psi_p = 0.4 \). Mean values of \( F_t \) and \( M_t/l \) are 0.0078 and 0.0008, respectively. Comparing with the wedge valve head shown in Fig. 15, \( F_t \) is the same level but the \( M_t/l \) is much smaller.

According to these results, negative damping effects are mainly caused by fluid forces and the contribution of the fluid force moment is smaller. Schematics of the pressure distribution and the fluid force are shown in Fig. 18. For the original valve head, the lateral fluid force occurs due to the pressure imbalance. For the flat valve head, the lateral fluid force cannot become large because the top of the valve head is normal to the center.
axis. The pressure imbalance cause only the fluid force moment. For the wedge valve head, the lateral force occurs due to the pressure imbalance on the inner side of the wedge part as shown in Fig. 18 (c). Therefore, the displacement amplitude of the valve head vibration can be large for the original and wedge valve heads because of lateral fluid forces. The displacement amplitude does not become large for the flat valve without the lateral fluid force in spite of occurrences of the pressure fluctuation with large amplitude in wide region of the operation condition as shown in Fig. 8.

CONCLUSIONS

Effects of valve head contours on characteristics of flow fluctuations and valve head vibrations are discussed by comparing three kinds of valve heads. With rigidly supported valve heads, the wedge valve head is the most effective to suppress the flow fluctuation. With flexibly supported valve heads, the flat valve head is the most effective to suppress the valve head vibration. In order to discuss the stability of the valve head, dynamic fluid forces and fluid force moments are evaluated numerically. Results show that the lateral fluid force is the main cause of the negative damping force. The contribution of the fluid force moment is not large.
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ABSTRACT
In the present study, the effects of the internal pipe geometry immediately upstream and downstream of the shallow cavity on the characteristics of partially-trapped diametral acoustic modes is investigated. The mode shapes were calculated numerically by solving a Helmholtz equation in a 3D domain corresponding to the internal geometry of the pipe and the cavity. The experimentally obtained pressure data were used to determine the amplitude of pressure. The present results are in good agreement with the results reported in earlier studies for an axisymmetric cavity mounted in a pipe with a uniform cross-section. As the angle of the converging-diverging section of the main pipeline in the vicinity of the cavity increased, the trapped behavior of the acoustic diametral modes diminished, and additional antinodes of the acoustic pressure wave were observed in the main pipeline.

INTRODUCTION
A steam delivery system in a thermal power station consists of multiple pipes that involve gate valves and high pressure orifices that disrupt the smooth flow. When steam or air flow passes over the cavity formed by the seat of a gate valve mounted in a circular pipe, flow separation leads to formation of an unsteady shear layer over the opening of the cavity. Coupling of the shear layer oscillations with the acoustic standing waves, that are formed within and in the vicinity of the cavity, often results in loud tonal noise and high levels of pipe vibration [1, 2]. Detailed reviews of noise and vibration generation can be found, for example, in [3-6].

This paper investigates the flow-excited resonances of the acoustic diametral modes of a gate valve used in a thermal power plant. The seat of a typical valve forms a shallow cavity in the main pipeline. When the frequency of the shear layer oscillation coincides with the natural frequency of a diametral acoustic mode, of a circular axisymmetric cavity, strong flow-acoustic resonance has been documented [7-9]. When the resonance occurs, the interaction between the standing acoustic waves and the transverse (cross-flow) shear layer oscillations results in the generation of the net positive acoustic power generation during each period of the oscillation. This power contributes to the increase of the amplitude of the acoustic oscillations and, in turn, to the radiated noise.

The original work that served as a basis for the current study was reported in [1, 2]. This investigation was aimed on reducing the steam line noise and vibration at a thermal power plant on a scaled model of an inline gate valve. The authors tested a variety of practical cavity, gate and seat configurations using air as the flowing fluid. It was found that the noise generating mechanism was associated with vortex shedding over the valve seat cavity coupled with an acoustic transverse mode in the valve throat. In addition, a 15° chamfered angle, which was machined into the valve seat rings, upstream and downstream of the cavity, lead to complete elimination of the tonal noise.

Also related to the present study are investigations reported in [7, 9, 10], where a simplified system consisting of a shallow axisymmetric cavity mounted in a pipeline with a circular cross-section was considered. Those studies were aimed at understanding the excitation mechanism of the trapped acoustic diametral modes, as well as their azimuthal behavior. It was shown by the authors, that for the all tested configurations, flow coupling with acoustic diametral modes was a dominant phenomenon at relatively low Mach numbers. It was found that the pulsation amplitude
during resonance was increased as the cavity was made deeper or shorter. The authors also concluded that the acoustic diametral modes, coupled with the flow, are likely to spin when the cavity-duct system has a perfectly axisymmetric geometry.

The so-called trapped modes are generally confined to the cavity and its immediate vicinity. The trapped modes are typically associated with negligible radiation losses. Existence of trapped modes in a system is of great importance for practical applications, because these modes can typically be easily excited by external forcing. In [11], the existence of an infinite sequence of trapped modes was proven for cylindrical ducts. The authors in [10], compared numerically obtained resonances for several model configurations with analytically calculated embedded trapped modes. The lock-on in two-dimensional models of a butterfly and ball-type valves were also investigated.

The objective of the proposed work is to develop a methodology for effective control of flow-induced noise caused by gate valves in a wide variety of piping systems. Specific emphasis was on characterisation of the role of key geometric parameters, such as the angle of the converging/diverging section of the main pipeline upstream and downstream of the valve. These geometric components are indicated in the isometric schematic shown in Figure 1.

**GATE VALVE GEOMETRY**

The computational domain used in the present numerical investigation represents a variation of the experimental apparatus that was used in the previous studies by the Atomic Energy of Canada Limited (AECL) [1, 2]. The focus of the current study is on the effects of the internal pipe geometry immediately upstream and downstream of the shallow cavity formed by the valve seat on the characteristics of partially-trapped acoustic diametral modes. In particular, the objective is to investigate how the geometry of the converging/diverging section of the main pipeline affects the spatial structure of the partially-trapped modes and the degree of their propagation into the main pipeline.

The major geometric parameters are defined in Figure 2. The four geometries considered in the current study are characterized by different convergence/divergence angles $\alpha$. These geometries are referred to as follows: $G_1: \alpha=0^\circ$, $G_2: \alpha=5^\circ$, $G_3: \alpha=8^\circ$, $G_4: \alpha=11.2^\circ$. In all four cases, the following parameters were kept constant: $D_1=72\text{mm}$, $D_2=47.2\text{mm}$, $D_3=54.3\text{mm}$, $L_1=6.1\text{mm}$, $L_2=21.3\text{mm}$, $h=3.55\text{mm}$. The valve model, shown in

![Figure 1: Schematic of the valve model.](image1)

![Figure 2: Schematic of the pipeline-cavity geometry.](image2)

![Figure 3: Schematic of the computational domain.](image3)
By introducing the eigenvalue $\lambda = i2\pi f = i\omega$, equation (3) can be treated as an eigenvalue problem, and the eigenfrequencies with the correspondent eigenmodes can be obtained. In the case of the pipeline-cavity system, the eigenvalues represent the resonant frequencies, and the corresponding eigenfunctions represent the acoustic mode shapes.

Figure 3 shows a schematic of the computational domain and the grid. The boundary conditions on all solid surfaces corresponded to the sound hard walls, i.e. the normal derivative of the pressure was equal to zero on the boundaries. The inlet/outlet boundary conditions corresponded to the sound soft boundaries, i.e. to zero acoustic pressure.

**DOMAIN DISCRETIZATION AND MESH INDEPENDENCE**

The finite-element package COMSOL 4.2a was employed to solve the eigenvalue problem corresponding to the governing equation (3).

The computational domain was discretized using a 4-node tetrahedral mesh with minimal element size of 1.2mm which yielded a total number of 522,766 elements. A close-up of the generated mesh is shown in Figure 3. With the singularities associated with the sharp edges of the cavity were removed by replacing the sharp corners with the radii of 0.2mm.

The numerical solutions were tested for mesh independence by performing successive refinements of the grid and monitoring the numerical values of the simulated frequencies. Convergence of up to three decimal places was achieved for grids with 522,766 elements and above. The corresponding computational time was approximately equal to 16 minutes per simulation on a single processor. These grids corresponded to at least 31 elements per wavelength associated with the maximum simulated frequency of approximately 9kHz. The results of the mesh independence study are shown in Figure 4.

---

**Figure 3** shows a schematic of the computational domain and the grid. The boundary conditions on all solid surfaces corresponded to the sound hard walls, i.e. the normal derivative of the pressure was equal to zero on the boundaries. The inlet/outlet boundary conditions corresponded to the sound soft boundaries, i.e. to zero acoustic pressure.

**Figure 5**: Pressure distributions corresponding to geometry $G_1$: (a) first diametral mode ($f^D_1 = 4141$); (b) second diametral mode ($f^D_2 = 6665$); (c) third diametral mode ($f^D_3 = 8973$)

The numerical solutions were tested for mesh independence by performing successive refinements of the grid and monitoring the numerical values of the simulated frequencies. Convergence of up to three decimal places was achieved for grids with 522,766 elements and above. The corresponding computational time was approximately equal to 16 minutes per simulation on a single processor. These grids corresponded to at least 31 elements per wavelength associated with the maximum simulated frequency of approximately 9kHz. The results of the mesh independence study are shown in Figure 4.
the axisymmetric cavity. These results indicate that the highest peak in Figure 6 corresponds to the second acoustic diametral mode ($f = 6665$ Hz).

From Figure 6 one can see that the maximum amplitude of acoustic oscillation is increased as the mean flow velocity increased up to $U=19.4$ m/s, followed by a rapid decrease at $U=22$ m/s. The pressure amplitude increased again as the inflow velocity increased from 22 m/s to 29.4 m/s. Thus, the maximum pressure amplitudes for the geometry G4 were observed at the inflow velocities of $U=19.4$ m/s and $U=29.4$ m/s. For larger values of the angle of the converging/diverging pipe section, the noticeable decrease in the values of maximum pressure was achieved. Moreover, the lock-on frequency remained approximately constant throughout the entire velocity range employed in this experiment.

![Figure 6: Power spectrum of pressure as a function of the inflow velocity for geometry G4](image)

**Effect of the convergence/divergence angle**

In this section, the effect of the convergence/divergence angle $\alpha$ on the acoustic pressure distribution corresponding to the (partially-) trapped modes is discussed. Based on the published results [2, 7, 8], it is expected that shallow, axisymmetric cavities are capable of producing high-amplitude narrow-band, high-frequency noise, which implies flow-induced excitation of highly trapped modes. In this section, the experimentally obtained pressure data were used to determine the amplitude of pressure of the mode shape of the appropriate diametral mode.
Figure 5 shows the pressure amplitude distributions corresponding to the first three diametral acoustic modes for geometry $G_1$. The first tree diametral modes are trapped in the vicinity of the cavity, i.e. pressure levels in the main pipeline, away from the cavity are negligible. This feature is in agreement with the published results [7, 9]. The higher modes are highly concentrated around the cavity. In other words, they correspond to lower levels of radiation into the main pipeline, compared to the lower modes.

For all modes, the maximum pressure occurred at the bottom wall of the cavity, at $x = 0$ (as defined in Figure 5). The cross-sections of the mode shapes in the YZ plane located at $x = 0$ show that the pressure distribution at the bottom wall of the cavity, along its circumference, corresponded to a sinusoidal function with respect to the azimuthal position. The first mode corresponded to one period of the sinusoid around the entire cavity, while the second and the third modes corresponded to two and three periods, respectively. These results follow the general trend established in the earlier investigations [7, 9].

Figures 7 through 10 illustrate the effect of the geometry of the main pipeline in the vicinity of the cavity on the degree of confinement of the second diametral mode. As the characteristic angle of the converging/diverging pipe section, $\alpha$, was changed from $0^\circ$ to $11.2^\circ$ (corresponding to geometries $G_1$ through $G_4$) the levels of radiation of pressure into the main pipeline increased. In other words, the degree of confinement of the first diametral mode diminished.
Qualitatively, this trend can be observed in Figures 7 -10 by noting the occurrence of the secondary pressure peaks in the main pipeline for the cases of higher $\alpha$. This trend is similar for higher-order diametral modes (not shown).

The degree of mode confinement, or, inversely, the level of radiation, of a mode was quantified in terms of the magnitude of the secondary peak closest to the cavity, $P_0$ relative to the magnitude of the primary peak, $P_{\text{max}}$. The values of $P_{\text{max}}$ were taken from experimental study[12]. The ratio $P_0/P_{\text{max}}$ as a function of $\alpha$ is plotted in Figure 12. The decreased confinement of the diametral modes with increasing convergence/divergence angle is in agreement with the results of the experimental study. Specifically, increasing $\alpha$ resulted in a decrease of the strength of the flow-tone lock-on, which is an indication of the increased radiation losses.

CONCLUSIONS

Numerical simulations of the frequencies and the corresponding mode shapes of the diametral modes of the gate valve model were performed for a range of the main pipeline geometries. It was shown that increasing the characteristic angles of the converging/diverging section that was located in the vicinity of the valve seat cavity resulted in the increased radiation of acoustic pressure into the main duct. These result are in agreement with the experimental study that demonstrated a corresponding decrease in the strength of the flow-induced resonance.
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ABSTRACT
In this paper, three-dimensional equations of motion are derived for the dynamics of long pipes towed underwater. The pipeline is flexibly connected to the towing and trailing vessels via cables at its upstream and downstream ends. The cables are modelled as springs and the body is assumed to have null buoyancy. The linearized equations of motion and the boundary conditions are discretized via a finite difference technique and are solved by using a time integration method. Some results, including an Argand diagram and a set of deformation and time-trace diagrams, are presented for a typical long pipe.

INTRODUCTION
The main interest in the study of dynamics of pipes towed underwater comes from a specific application: instead of welding individual lengths of pipe in situ, on a ship or platform, to the desired overall length for offshore use (where the pipe length can be very large, in the kilometer range), the pipe is welded on land, near the shore; it is then towed underwater, suitably buoyed, to the desired location; see, for example, [1] and [2] and Fig. 1.

The basic system is similar to several other underwater towed systems, such as acoustic streamers used for oil/gas exploration (see, e.g., [3]), umbilical cables for underwater vehicles connected to surface vessels (e.g., [4]), and the Dracone barges used for sea-transport of lighter than sea-water fluid cargo (e.g., [5] and [6]). The main difference of all these from the pipe problem is in the end-conditions; whereas acoustic streamers and Dracons are free at the downstream end and umbilicals are attached to the towed vessel, the ends of a towed pipe system are flexibly attached to cables connected upstream to the towing vessel and downstream to a trailing vessel. The purpose of the trailing vessel is to ensure that currents do not result in unduly large motions of the pipe; one scenario to be avoided is the pipe breaking surface in front of unsuspecting vessels crossing its path. For the same reason it is important to establish that no instabilities, or more generally no large motions, are allowed; which means that the dynamics of the system has to be studied carefully.

There have been many studies of various aspects of the dynamics of flexible cylinders towed underwater; see, e.g., [6]. In most, two dimensional (2-D) motions are considered and cross-flow due to currents is neglected, e.g. [7–9]. Although a sufficiently long pipe may justifiably be modelled as a cable – in effect neglecting flexural rigidity relative to tension – the model is then not suitable for studying both long and relatively short pipes towed underwater. Moreover, in all these studies the cylinder is not attached fore and aft as in the pipe system.

In this paper, a simplified model is considered for 3-D motions of a pipe towed underwater in the configuration shown in Fig. 1, generally subjected to both axial flow (due to the towing) and cross-flow (due to cross-currents). Then, a finite difference scheme is used to spatially discretize the linearized unsteady equations of motion. The resultant set of time-domain ODEs are solved by using the DIVPAG routine of Fortran IMSL library. Finally, numerical results are presented for the case of purely axial flow and long pipes.

THE EQUATIONS OF MOTION
Definitions and the basic model
The pipe, of diameter $\hat{D}$ and length $\hat{L}$, is modelled as a uniform, neutrally buoyant Euler-Bernoulli beam, towed

* Address all correspondence to this author.
underwater, as in Fig. 1. The hydrodynamic forces acting on it, in the absence of cross-flow, are obtained in the manner described in [6, 7, 10, 11]. Here it is important to note that there is an error in the derivation in [7], important for long systems, which has subsequently been corrected [6].

Basically, an element of the pipe is subjected to (i) inviscid hydrodynamic forces \( \hat{F}_y \) and \( \hat{F}_x \) in the two transverse normal directions \( \hat{y} \) and \( \hat{z} \), the axial direction along which the pipe is towed being denoted by \( \hat{x} \), and (ii) viscous forces in the longitudinal direction \( \hat{F}_l \), and in the transverse normal directions \( \hat{F}_{Ny} \) and \( \hat{F}_{Nx} \), the hat denoting a dimensional quantity throughout. The former are obtained from Lighthill’s work [12], while the latter from Taylor’s [13]. Thus, in their simplest form:

\[
\begin{align*}
\hat{F}_y &= \hat{\rho} \hat{A} \left( \frac{\partial}{\partial t} + \hat{C}_f \frac{\partial}{\partial x} \right)^2 \hat{v}, \\
\hat{F}_{Ny} &= \frac{1}{2} \hat{\rho} \hat{D} \hat{U}_c^2 \left( \hat{C}_f \sin i + \hat{C}_{D_p} \sin^2 i \right), \\
\hat{F}_l &= \frac{1}{2} \hat{\rho} \hat{D} \hat{U}_c^2 \hat{C}_f \cos i,
\end{align*}
\]

where \( \hat{\rho} \) is the fluid density, \( \hat{A} \) the external mean cross-sectional area of the pipe, \( \hat{U}_c \) the axial flow velocity (towing speed), \( \hat{v} \) the displacement in the \( \hat{y} \)-direction, \( \hat{C}_f \) and \( \hat{C}_{D_p} \) are frictional and form drag coefficients, and \( i \) is the angle of incidence at location \( \hat{x} \); e.g., for planar motion, \( i = \tan^{-1}(\partial \hat{v}/\partial \hat{x}) + \tan^{-1}(\partial \hat{v}/\partial \hat{t})/\hat{U}_c \). Considering an element of the body with the forces acting on it, the equations of motion may be written as

\[
\hat{E} \frac{\partial^4 \hat{v}}{\partial \hat{x}^4} + \hat{F}_y + \hat{F}_{Ny} - \hat{F}_l \frac{\partial}{\partial \hat{x}} \left( \hat{E} \frac{\partial \hat{v}}{\partial \hat{x}} \right) + \hat{m} \frac{\partial^2 \hat{v}}{\partial \hat{t}^2} = 0,
\]

(4)

with a similar one for the \( \hat{z} \)-direction, where

\[
\frac{\partial^2 \hat{v}}{\partial \hat{x}^2} + \hat{F}_l = 0,
\]

(5)

in which it has been assumed that the deflections in the \( \hat{y} \)- and \( \hat{z} \)-direction, \( \hat{v} \) and \( \hat{w} \), respectively, are small, of \( O(\hat{\varepsilon}) \) (with \( \hat{\varepsilon} = O(\hat{D} \ll \hat{L}) \)). Quantities of \( O(\hat{\varepsilon}^2) \) have been neglected here, as well as in what follows; i.e., a linearized set of equations will eventually be obtained.

These equations are modified by the presence of a cross-current. It is assumed that the cross-flow velocity \( \hat{U}_c \) is sufficiently small relative to the towing speed for flow separation not to take place. Hence, the main effect of the cross-flow is to modify the frictional forces acting on the cylinder, notably the angle of incidence \( i \).

The cables to the towing and trailing vessels are modelled as shown in Fig. 2. The springs are attached as shown to points in the \((x,z)\)-plane at one end, and to the pipe at the other. Hence, the boundary conditions may be expressed as

\[
\begin{align*}
\hat{E} \frac{\partial^2 \hat{v}}{\partial \hat{x}^2} + \hat{a}_1 \frac{\partial \hat{v}}{\partial \hat{x}} &+ \hat{a}_2(1) \hat{v} + \hat{a}_3 \hat{w} = \hat{d}_1(1) v, \\
\hat{E} \frac{\partial^2 \hat{v}}{\partial \hat{x}^2} + \hat{a}_1 \frac{\partial \hat{v}}{\partial \hat{x}} &+ \hat{a}_2(1) \hat{v} + \hat{a}_3 \hat{w} = \hat{d}_2(1) z, \\
\hat{E} \frac{\partial^2 \hat{v}}{\partial \hat{x}^2} + \hat{a}_1 \frac{\partial \hat{v}}{\partial \hat{x}} &+ \hat{a}_2(1) \hat{v} + \hat{a}_3 \hat{w} = \hat{d}_4(1) t,
\end{align*}
\]

(6)

respectively, at the upstream and downstream ends, and

\[
\hat{E} \frac{\partial^2 \hat{v}}{\partial \hat{x}^2} = \hat{E} \frac{\partial^2 \hat{w}}{\partial \hat{x}^2} = 0
\]

(8)

at both ends, where \( \hat{a}_{i}(i = 1 \ldots 4) \) are the coefficients associated with the upstream end and \( \hat{d}_{i}(i = 1 \ldots 4) \) are associated with the pipe downstream end.

**Nondimensionalization**

We introduce the following length and time scales

\[
\hat{\ell} = [(\pi \hat{D})^2 \hat{L}]^{1/3} \quad \text{and} \quad \hat{\ell} = [\hat{m} \hat{\rho} \hat{A} / \hat{E} \hat{\ell}]^{1/2},
\]

(9)

and hence define

\[
\begin{align*}
x &= \frac{\hat{x}}{\hat{\ell}}, \quad v* = \frac{\hat{v}}{\hat{\ell}}, \quad w* = \frac{\hat{w}}{\hat{\ell}}, \quad t = \frac{\hat{t}}{\hat{\ell}}, \\
\beta &= \frac{\hat{\rho} \hat{\Lambda}}{\hat{\rho} \hat{\Lambda} + \hat{m}}, \quad T* = \frac{\hat{T}^2}{\hat{E} \hat{\ell}}, \quad \epsilon = \frac{\hat{\varepsilon}}{\hat{D}}
\end{align*}
\]

(10)

\[
\begin{align*}
U &= \left( \frac{\hat{\rho} \hat{A}}{\hat{E} \hat{\ell}} \right)^{1/2} \hat{U}, \quad c_f = \frac{4}{\pi} \hat{C}_f, \quad c_{D_p} = \frac{4}{\pi} \hat{C}_{D_p},
\end{align*}
\]
note that $\varepsilon$ here is different from $L/D$ as in previous papers [7,10,11]. With these quantities, using also equations (1) and (5), the equations of motion take the form

$$\frac{\partial^4 w^*}{\partial x^4} + U_1^2 \frac{\partial^2 w^*}{\partial x^2} + 2\beta^{1/2} U_1 \frac{\partial^2 w^*}{\partial x \partial t} - T^* \frac{\partial^2 v^*}{\partial x^2} + F_{N_y}^* + \frac{\partial^2 v^*}{\partial t^2} = 0,$$

$$\frac{\partial^4 w^*}{\partial x^4} + U_1^2 \frac{\partial^2 w^*}{\partial x^2} + 2\beta^{1/2} U_1 \frac{\partial^2 w^*}{\partial x \partial t} - T^* \frac{\partial^2 w^*}{\partial x^2} + F_{N_y}^* + \frac{\partial^2 w^*}{\partial t^2} = 0,$$

where $T^*$, $F_{N_y}^*$ and $F_{N_x}^*$ are generally nonlinear.

**Linearization**

It is assumed that the cross-current, if one exists, occurs in the horizontal, $(x,z)$-plane. Hence, deflections from the stretched-straight configuration in the $z$-plane comprise a steady component $\bar{w} \sim O(\varepsilon)$ and an unsteady one $w \sim O(\varepsilon)$; in the vertical, $(x,y)$-plane, however, no steady deflection arises. Hence, we have

$$w^* = \bar{w} + w, \quad v^* = v.$$

The equations for the frictional forces may be linearized to

$$F_{N_y}^* = \frac{1}{2} U_1^2 \varepsilon c_f \left( \frac{\partial v}{\partial x} + \frac{\beta^{1/2} \partial v}{\partial t} \right) + \frac{1}{2} \varepsilon c_d \beta^{1/2} \frac{\partial v}{\partial t},$$

$$F_{N_x}^* = \bar{F}_T + \frac{1}{2} U_1^2 \varepsilon c_f \left( \frac{\partial w}{\partial x} + \frac{\beta^{1/2} \partial w}{\partial t} \right) + \frac{1}{2} \varepsilon c_d \beta^{1/2} \frac{\partial w}{\partial t},$$

$$F_L^* = \frac{1}{2} U_1^2 \varepsilon c_f,$$

where $c_d$ is the zero-flow normal coefficient; $\bar{F}_T$ is the steady part of $F_{N_x}^*$ and is given as

$$\bar{F}_T = \frac{1}{2} U_1^2 \varepsilon c_f \frac{\partial w}{\partial x} + \frac{1}{2} U_1 \varepsilon c_f + \frac{1}{2} U_1 \varepsilon c_d.$$

The procedure to find reasonable values of $c_d$ for a long cylinder oscillating in quiescent fluid can be found in [6]. The linearized steady tension in the pipe ($\bar{T}$) can also be obtained from equations (5) and (14) as

$$\bar{T}(x) = \bar{T}_1 - \frac{1}{2} U_1^2 \varepsilon c_f (x-x_1),$$

in which $\bar{T}_1$ is the steady tension at the pipe upstream end, $x = x_1$ (see Fig. 2).

**Steady-state and unsteady equations**

In the absence of a cross-flow, the pipe lies in its stretched-straight configuration. If, however, $U_z \neq 0$, then the $(x,z)$-plane equilibrium is determined via

$$\frac{d^4 \bar{w}}{dx^4} + (U_2^2 - \bar{T}) \frac{d^2 \bar{w}}{dx^2} + \frac{1}{2} U_2^2 \varepsilon c_f \frac{\partial \bar{w}}{\partial x} + \frac{1}{2} U_2 \varepsilon c_d \frac{\partial \bar{w}}{\partial t} + \frac{1}{2} U_2 \varepsilon c_d = 0.$$

The unsteady motions are governed by

$$\frac{d^4 \bar{w}}{dx^4} + (U_2^2 - \bar{T}) \frac{d^2 \bar{w}}{dx^2} + 2\beta^{1/2} U_2 \frac{\partial \bar{w}}{\partial x} + \frac{1}{2} U_2^2 \varepsilon c_f \frac{\partial \bar{w}}{\partial t} + \frac{1}{2} \varepsilon c_d \beta^{1/2} \frac{\partial \bar{w}}{\partial x} + \frac{1}{2} \varepsilon c_d \beta^{1/2} \frac{\partial \bar{w}}{\partial t} = 0.$$

**Boundary motions and final equations**

The complete formulation of the problem is complicated by the fact that neither end of the pipe is fixed. Here, the boundary motions are defined, and then the final equations of motion and boundary conditions obtained.

\footnote{The unsteady part of $F_L^*$ has been neglected since it is of $O(\varepsilon^2)$.}
Discretization

Following [14] and [15] we use the central finite difference method to spatially discretize the equation of motion and the boundary conditions. In order to apply the method, the body is assumed to be divided into \( N \) elements. As seen from Fig. 3, the mesh points are taken at the centre of each element. Using the central finite difference approximations for derivatives, the equation of motion becomes

\[
\frac{\partial^2 Y}{\partial t^2} = -\left(\frac{c_4}{4h} - \frac{c_2}{h^2}\right) Y + \frac{c_4}{h^4} Y_{i-2} + \frac{1}{h^4} Y_{i-1} + \frac{1}{h^4} Y_i + \frac{1}{h^4} Y_{i+1} + \frac{1}{h^4} Y_{i+2},
\]

where \( h = 1/N \), \( Y_i \) is the transverse displacement (\( w \)) at the \( i \)-th element and \( U_i = (\partial Y/\partial t)_i \).

As seen from Fig. 3, the unknowns, e.g. \( Y_0 \), \( Y_{N-1} \) and \( U_0 \), are not associated with the real mesh points and should be determined as functions of unknowns associated with the real mesh points, i.e. \( Y_i \), \( U_i(i = 1..N) \). This is done through the boundary conditions.

Following closely the procedure developed in [15] and after considerable manipulation, the following expressions are obtained from the boundary conditions given in equations (22) and (23):

\[
Y_{i-1} = (1 + c_0) Y_i - (1 + d_0) Y_2 + g_0, \quad Y_0 = c_0 Y_1 - d_0 Y_2 + g_0, \quad U_0 = c_0 U_1 - d_0 U_2, \quad (25)
\]

\[
Y_{N+2} = (1 + c_1) Y_N - (1 + d_1) Y_{N-1} + g_1, \quad Y_{N+1} = c_1 Y_N - d_1 Y_{N-1} + g_1, \quad U_{N+1} = c_1 U_N - d_1 U_{N-1}, \quad (26)
\]

where, after some manipulations, the coefficients can be found from equations (22) and (23).

Equation (24), after applying the expressions given in equations (25) and (26), may be cast in first-order form:

\[
\dot{X} = AX + B, \quad (27)
\]

where \( X = [U_1 \ U_2 \ ... \ U_N \ Y_1 \ Y_2 \ ... \ Y_N]^T \) and \( (\cdot) = \partial (\cdot) / \partial t \). Equation (27) may be solved numerically by using one of several available mathematical packages, such as DIV-PAG of IMSL Library and ODE functions of MATLAB.

**NUMERICAL RESULTS FOR LONG PIPES**

Here, the dynamics of very long pipes, as in real applications, are discussed. The pipes considered are 500 m to 3000 m long, and made of stainless steel. The diameter
and thickness of the pipes chosen are based on standard values found in real applications.

It may easily be shown that, if \( \hat{K}_1 = \hat{K}_2 \) and \( \hat{K}_3 = \hat{K}_4, B \) in equation (27) vanishes and, therefore, \( \hat{X} = A \hat{X} \), which is a standard eigenvalue problem. By solving this problem the system behaviour can be determined.

Here the solutions are presented as plots of the evolution of the generally complex system eigenfrequencies \( \omega \) in Argand diagrams, i.e. in a plane where the abscissa and the ordinate correspond to the real and imaginary part of the eigenfrequencies \( (\text{Re}(\omega) \text{ and } \text{Im}(\omega)) \), respectively, as a system parameter varies. A typical Argand diagram, which displays the evolution of \( \omega \) as the nondimensional flow velocity \( (U) \) is varied, for a long pipe \( (L = 2000 \text{ m}) \) is given in Fig. 4 for three modes; the lowest one is called here “first mode” and the second lowest “second mode” etc. As seen from Fig. 4(a-c), small flow velocities damp free motions of the pipe \( (\text{Im}(\omega) > 0) \). For sufficiently high flow velocities, the frequencies of all three modes successively become purely imaginary, bifurcating on the \( \text{Im}(\omega) \)-axis. The frequency associated with one branch of each mode eventually vanishes altogether, indicating the onset of static divergence (buckling) via a pitchfork bifurcation.

The first divergence occurs at \( U_x \simeq 0.35 \), in the first mode, followed at \( U_x \simeq 1.12 \) by divergence in the second mode. However, as shown in Fig. 4d, at higher flow velocity, \( U_x \simeq 1.59 \), the negative branches of the first- and second-mode loci coalesce and leave the axis at a point where \( \text{Im}(\omega) < 0 \), indicating the onset of coupled-mode flutter. The other branches of these modes also coalesce, leaving the axis where \( \text{Im}(\omega) > 0 \), as shown in the top part of Fig. 4b. Finally, at \( U_x \simeq 1.99 \) there is divergence in the third mode (see Fig. 4c).

In order to also visually display the dynamical behaviour of a long pipe, the shape of the same pipe as above is plotted along time for \( U_x = 0.35, 0.60 \text{ and } 1.65 \) in the (a) part of Figs. 5 to 7. Also, the corresponding time trace of a specific point of the pipe is given for each of the flow velocities in the (b) part of the figures. For long pipes the deflections of the mid-pipe position \( (\xi = 0.5) \), normally used in the case of short systems with supported ends, may not be a good choice for properly illustrating the dynamical behaviour of the system. In fact, a previous study on long cantilevered cylinders subjected to axial flow [16] shows that the corresponding deflections to divergence and flutter of such systems are confined to a small downstream region of the body. For this reason, the time traces are obtained for a point located at \( \xi = 0.8 \).

The dynamical behaviour of the pipe slightly after the onset of divergence \( (U_x = 0.35) \) is shown in Fig. 5. It is seen in Fig. 5a that the pipe takes the first-mode form of a simply supported (pinned-pinned) beam but with the antinode shifted toward the downstream end; the deformation amplitude increases with time.

As seen from Fig. 6a (for \( U_x = 0.60 \)), no appreciable deformation occurs over most of the length of the body; it is limited to a finite portion, about 20% of the pipe length, close to the pipe trailing end.

The pipe shape and the time trace for the point at \( \xi = 0.8 \) just after the onset of flutter are presented in Fig. 7. As seen in Fig. 7(a,c), the pipe oscillations increase with time dramatically, and they are confined to a small part.
Accurate conclusions on how the pipe surface roughness (the skin friction coefficient, \( c_f \)) can change the onset of instabilities for long pipes may be reached by considering Fig. 8(a,b) where the dimensional critical flow velocities for divergence (\( \dot{U}_{cd} \)) and flutter (\( \dot{U}_{cf} \)) of a long pipe are presented as a function \( \hat{L} \) for different values of \( c_f \). As seen from the figure, increasing \( c_f \) can significantly push both the static and dynamic instability margins toward higher values of flow velocity. For example, \( \dot{U}_{cd} \) changes (as \( \hat{L} \) changes) approximately between 10 kn and 30 kn for \( c_f = 0.0025 \), while it changes between 26 kn and 42 kn for \( c_f = 0.0080 \). For \( \dot{U}_{cf} \), these values are approximately between 36 kn and 60 kn for \( c_f = 0.0025 \) and between 104 kn and 116 kn for \( c_f = 0.0080 \). Obviously, increasing \( c_f \), increases the skin friction-induced tension in the pipe, making it more stable.

As can also be seen from this figure, for long enough pipelines, \( \dot{U}_{cd} \) and \( \dot{U}_{cf} \) show little change as \( \hat{L} \) varies. This holds for almost all values of \( c_f \) considered here.

**CONCLUSION**

The numerical results obtained for long pipes confirm that both divergence and flutter may arise for such systems in the course of towing. For very long pipes, the instability thresholds are only weakly dependent on the pipe length. It was also found that the instabilities...
FIGURE 6: TYPICAL RESULTS FOR A “LONG PIPE”, SHOWING (a) THE SHAPE OF THE PIPE, AND (b) THE TIME TRACE OF PIPE DEFORMATION AT $\xi = 0.8; U_x = 0.60$.

may be suppressed by using rough surface pipes, but this would significantly increase the drag force acting on the pipe and therefore the required towing power. The deformation results also suggest that special attention should be paid to a finite downstream portion, about 20% of the overall length, to which the pipe deformation seems to be confined. The effect of cross-currents could also be examined using the equations obtained in this study; however, this and other such interesting investigations are left for the future.

FIGURE 7: (a) THE SHAPE OF THE FLUTTERING “LONG PIPE” (b) THE TIME TRACE OF PIPE DEFORMATION AT $\xi = 0.8$, AND (c) THE PIPE SHAPE FOR SOME OF THE EARLY CYCLES OF OSCILLATION; $U_x = 1.65$. 
FIGURE 8: THE VARIATION OF CRITICAL FLOW VELOCITY (a) FOR DIVERGENCE (\( \hat{U}_{cd} \)), AND (b) FOR FLUTTER (\( \hat{U}_{cf} \)), VERSUS THE PIPE LENGTH FOR DIFFERENT VALUES OF SKIN FRICTION (\( c_f \)).
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ABSTRACT

Cylinders oscillating laterally in axial flows are known to experience a high level of damping. The normal forces exerted upon an oscillating cylinder depends on the axial velocity $U$ and the angle $\alpha(t)$ between the lateral and axial velocities. Two types of experiments have been performed: in the first one, a cylinder is arranged in an axial flow and oscillates at small amplitudes, in the second one, a cylinder is arranged in an oblique flow at small angles. The variation of normal forces with the axial velocity $U$ and the angle $\alpha(t)$ is studied and the added mass and damping coefficients identified. For small angles, the experiment results show a linear variation of the normal forces with the axial velocity and the angle.

INTRODUCTION

A fuel assembly comprises an array of fuel rods maintained by grids and subjected to an axial flow. A description of the forces exerted upon a cylinder oscillating laterally in an axial flow is useful in the nuclear engineering to represent the forces on a fuel assembly during an earthquake. In order to understand physical phenomena involved, the behavior of only one cylinder oscillating in axial flow is investigated in this paper.

The study is focused on the normal force, which is the force component in the direction of the oscillation and orthogonal to the axis of the cylinder. The normal force depends both on the axial flow and the lateral flow velocities.

A quasi-steady approach can be developed if the characteristic velocity of the fluid-solid interface is small compared to the mean flow velocity. The instantaneous drag force exerted on a cylinder oscillating laterally in an axial flow is equivalent to the one exerted on a cylinder placed in an oblique flow.

The normal force for a cylinder oscillating in a fluid at rest has been described by Morison [2] as the sum of an added mass force and a drag force. The added mass is a concept [8] which presents the advantage of reducing all the inertial forces to one single coefficient. The Morison expansion can serve as a basis for the description of the forces exerted upon a cylinder oscillating in an axial flow. In the case of a cylinder placed in an oblique flow, Taylor [1], showed that for oblique flow with angles greater than 20°, the axial component of the velocity has no influence. Ersdal [3] brings out three different cases: for angles lower than 5°, it is not possible to hold the cross flow principle, for angles between 5° and 20°, it is possible to hold the cross flow principle but in taking into account the state of the boundary layer and beyond 20° the cross flow principle can hold.

The objective of this paper is to analyze the results of experiments carried out at small angles, for both an oscillating cylinder and a cylinder in an oblique flow. The cross flow principle [1] can be used when the boundary layers is laminar: in this case, the lateral force depends only on the lateral velocity. As the cross flow principle cannot hold to small angle cases, the variation of the normal force with the axial and lateral velocities will be carefully studied. A description of the normal forces at small angles will be discussed.

THEORETICAL BACKGROUND

It has been known for long that a single cylinder oscillating in a fluid at rest undergoes inertial and drag fluid
forces. For low amplitudes and low frequencies, when the flow is laminar and bi-dimensional, Stokes [4] analytically calculated in 1851 the normal force by neglecting the convective term in the Navier-Stokes equations. He showed that the normal force is the sum of an inertial term proportional to the acceleration and a drag term due to the velocity.

For higher amplitudes and higher frequencies, the flow pattern becomes more complex: separated flow regions can appear downstream and the flow can exhibit vortex shedding. In this case, the normal force values differ from the Stokes analytical solution which is based on an unseparated flow. Morison [2, 5] found that the expansion of the normal force in inertial and drag terms is still relevant and of practical interest, even for larger amplitudes or higher frequencies. In Morison’s expansion, the inertial force is defined as the component of the force proportional to the acceleration and the drag force as the dissipative component of the force, which depends on the velocity. This expansion is classically used to describe the normal forces by unit length for a cylinder oscillating in a fluid at rest [6].

\[
F_{N \text{Morison}} = -C_m \frac{\rho_f \pi D^2}{4} \frac{d\dot{X}}{dt} - \frac{1}{2} \rho_f D C_d \dot{X} |\dot{X}| \tag{1}
\]

The drag of a cylinder oscillating in an axial flow is known to increase with the axial velocity. It is possible to evaluate the drag forces exerted on a cylinder oscillating in an axial flow either with a dynamic or with a steady oblique flow representation. The transition from a representation to the other is classically found in the literature [3, 7]. Most of the experiments has been carried out with a cylinder in a steady oblique flow as the good accuracy is easier to reach. As it is essential to the analysis, the relationship between the oscillator and the steady oblique flow representations is detailed in the following paragraph.

In the oscillator representation, where a cylinder oscillates in an axial flow, the drag can be extracted from the force signal as the dissipative component of the force. In the steady oblique flow representation, a fixed cylinder is placed in an oblique flow. The figures 1 and 2 shows the two different setups. In the oscillating cylinder setup, \( \dot{X} \) is the cylinder velocity, \( A \) is the amplitude of the oscillations, \( f \) the frequency and in the oblique flow setup, the angle between the incoming flow and the cylinder axis is \( \alpha \). In both cases, \( U \) is the incoming flow velocity. The knowledge of the drag force exerted on the cylinder can be related to the instantaneous drag force in the oscillating cylinder approach. An oscillating cylinder in an axial flow can indeed be seen as a cylinder placed in an oblique flow of velocity \( U \) and angle \( \alpha \) with the axial component of the velocity \( U \cos \alpha \) equal to the axial velocity and the lateral component \( U \sin \alpha \) equal to the instantaneous oscillation velocity. The two approaches are equivalent for \( \tan \alpha \cong \alpha \), which means for lateral velocities much lower than the axial velocity. This equivalence also supposes that the oscillation frequencies are very small, in a sense defined thereafter.

For a cylinder oscillating at low amplitudes in an axial flow, two characteristic times of convection can be built: the ratio of the diameter to the axial velocity and the ratio of the cylinder length to the axial velocity. In the absence of three-dimensional effects, only the ratio of the diameter to the axial velocity makes sense and can be compared to the oscillation period. If the flow is two-dimensional and the characteristic time \( D/U \) is lower than the oscillation period, an expansion in powers of \( j \omega \) in the frequency domain becomes relevant. Then the fluid force exerted on the cylinder can be written as the sum of a term proportional to \( j \omega \) and a term proportional to \( -\omega^2 \), where \( \omega = 2\pi f \) is the angular frequency. A linearization of the force with the displacement leads to write the force as the sum of a force component in phase with the cylinder acceleration and a component in phase with the cylinder velocity. This second-order expansion is a Morison-like expansion, widespread to axial flow. The added mass can be defined from the first term of the expansion as the mass of fluid which would generate through its acceleration an unsteady force equal to the inertial force. The second term is a damping term. The variation of the two terms with the axial velocity has to be determined.

The scientific literature provides very few data about
cylinders oscillating in an axial flow. Taylor [1] summed up the results of Relf and Powell for a cylinder placed in an oblique flow in an air tunnel at angles between 10° and 90°. In the experiment, the normal force measured is proportional to the square of the lateral component of the velocity. In other words, the normal force measured for an cylinder placed in an oblique flow of velocity $U$ and angle $\alpha$ is the same as the one which would be measured for the same cylinder placed in a cross flow of velocity $U \sin(\alpha)$:

$$F_N = \frac{1}{2} C_d \rho_f D (U \sin(\alpha))^2. \quad (2)$$

This result is called the cross flow principle. According to the equation (2), the drag coefficient $C_d$ is around 1.1. This result is however valid only for angles higher than 20°.

Ersdal & Faltinsen [3] carried out experiments with a cylinder mounted on a towed carriage. The cylinder was towed at a constant velocity and angle $\alpha$ and the normal force was measured. The experiments have been performed by steps of 1 or 2 degrees. Results similar to those of Taylor for angles beyond 20° where provided. For angles between 5° and 20°, a transition in the state of the boundary layer was observed: the boundary layer which is laminar for high angles becomes turbulent. In practical terms, it means that the cross flow principle can hold as in the equation (2), but the drag coefficient is lower in this case than for a laminar boundary layer. Ersdal measured a drag coefficient $C_d \approx 0.8$.

For angles lower than 5°, the cross flow principle does not hold. Ersdal shows that the normal force is proportional to the lateral velocity $U \sin(\alpha)$.

$$F_N = \frac{1}{2} C_d \rho_f D U^2 \sin(\alpha) \quad (3)$$

Ersdal & Faltinsen [3] also carried out experiments with an oscillating cylinder in an axial flow at amplitude $A/D = 1, 2, 3$. The variation of the added mass coefficient with the axial velocity has not been studied in details especially at small angles. An average value of the added mass coefficient $C_m = 1.02$ is found for a maximum instantaneous angle $\alpha_{\text{max}}$ such as $\tan \alpha_{\text{max}} = A \omega / U$ with $\alpha_{\text{max}}$ between 3° and 40°.

In the present work, the description of the fluid forces is focused on the normal component of the force. For a cylinder oscillating in a fluid at rest or in an axial flow, the normal force is the in-line force in the direction of the cylinder motion. For a cylinder in an oblique flow, the normal force $F_N$ is the component of the fluid force in a direction orthogonal to the cylinder axis and in the plane of the flow direction and the cylinder axis (figures 1 and 2).

Experiments are carried out with both an oscillating cylinder in axial flow and a cylinder in a steady oblique flow. The investigations are focused on the quasi-axial flows, i.e. at small angles. The mass and drag coefficients obtained with the two setups are compared.

As the experiments with an oscillating cylinder described in this paper are carried out at small angles, the Morison expansion has been modified to take into account Ersdal’s and Taylor’s results [3, 7]:

$$F_N = -C_m \rho_f \pi D^2 \frac{dX}{dt} - \frac{1}{2} \rho_f C_d U X. \quad (4)$$

Other terms could be added in the expansion but would not bring more information.

**EXPERIMENTAL PROCEDURE**

**Device**

The first series of experiments are performed in a water tunnel. A brass cylinder is arranged in the middle of the duct and fixed to one wall of the tunnel with two flexible plates. The cylinder has a diameter $D = 0.01$ m and a length $L = 0.55$ m, the plates are $0.025 \times 0.01$ m large and have a thickness of 0.001 m, and the tunnel has a section $S = 0.08 \times 0.15$ m. Both ends of the cylinder are cone-shaped to avoid flow separation when it is placed in the axial flow. The axial flow velocity in the tunnel can vary from 0.5 m.s$^{-1}$ to 9.0 m.s$^{-1}$. The natural frequency of the system is around $f = 7.8$ Hz. The displacement of the cylinder is measured by an high speed optical micrometer. The cylinder is moved aside from its equilibrium

![FIGURE 3: SKETCH OF THE FREE OSCILLATION EXPERIMENT IN A WATER TUNNEL](image-url)
position with a thin rod going through a water-tight hole in the tunnel wall. The rod is suddenly removed and the cylinder oscillates around its equilibrium position. The experiment is repeated for axial velocities between 0.53 and 9 m/s. Figure 4 shows an example of displacement signals of the cylinder for axial velocities $U = 0.7$ m/s and $U = 6.3$ m/s ($f = 7.8$ Hz).

**Figure 4: Cylinder Displacement and Damped Exponential Signal for $U = 0.7$ M/S and $U = 6.3$ M/S ($f = 7.8$ Hz)**

PIV measurements have been carried out in order to check if there are three dimensional effects. Except for $U < 2.5$ m/s, where the lateral and axial velocities are in a range of comparable values, the axial flow is parallel and there is no flow separation along the cylinder.

In the second series of experiments performed in an air tunnel, a wood cylinder is placed obliquely to the air flow with an angle $\alpha$. The length of the cylinder is $L = 1.5$ m and its diameter $D = 0.02$ m. The cylinder is fixed with a shaped piece to a bi-dimensional scale to measure the normal and longitudinal forces. As for the experiment in the water tunnel, the ends of the cylinder are also cone-shaped. The horizontal position of the cylinder ($\alpha = 0$) is the position where there is no normal force: $F_N = 0$. The range of pitch investigated spans over $10^\circ$: from $0^\circ$ to $10^\circ$ by $0.5^\circ$.

### Signal Processing

In the experiments in the water tunnel, the displacement signal of the cylinder (Fig. 4) can be fitted with a damped exponential signal (Eq. 5). A fair agreement between the measured signal and the following reconstructed signal with a damped exponential is obtained.

$$X(t) = X_0e^{-\xi \omega(t-t_0)}\cos[\omega(t-t_0) + \phi]$$

The oscillation frequency $f = \omega/(2\pi)$ and the damping rate $\xi$ are calculated for each pseudo-period of the displacement signal $X(t)$. As the amplitude of the oscillation decreases with time, it is shown that for such amplitude range $A < 0.3D$ the oscillation frequency and the damping rate do not depend on the amplitude. Furthermore, an other measurement is done in air, without axial velocity and will be used to evaluate the added mass by comparison with the measures in water.

The oscillation frequency $f$ and the damping rate $\xi$ are represented in figure 6. It turns out that the damping linearly increases with the axial velocity.

It is assumed that the system can be described by a linear oscillator equation [9]:

$$M_{cyl}\ddot{X} + C\dot{X} + K_{lam}X = F_N.$$  

In the equation 6, $C$ is the damping of the structure, $M_{cyl}$ the cylinder mass, $K_{lam}$ the two flexible plate stiffness, and $F_N$ the fluid forces in the normal direction. The agreed description is the Morison-like expansion (Eq. 4) for small angles. By solving the system, the added mass and the drag coefficients $C_m$ and $C_d$ can be expressed as functions of the measured oscillation frequency $f$, the added mass $M_a$ and the damping rate $\xi$.

For the experiments in the air tunnel, the normal and longitudinal forces are measured for each angle $\alpha$. The measurements last at least 3 minutes with a sampling frequency $f_s = 1000$ Hz and the results are averaged.
The results of the experiments in the water tunnel are reported in figure 7. The variation of the added mass and damping coefficients is studied for axial velocities ranging from 0.53 to 9 m/s. The added mass does not vary a lot at low axial velocities. At higher axial velocities the accuracy is low and further experiments are needed. Furthermore there is no significant variation of the drag coefficient with the axial velocity for axial velocities higher than 1.5 m/s, where the instantaneous angles are lower than few degrees. For example at a velocity of 1.5 m/s, the maximal equivalent angle of a cylinder in an oblique flow, obtained for the maximal lateral velocity during the first oscillation, is lower than 6°. Hence, for axial velocities larger than 1.5 m/s, the drag component of the Morison-like expansion is relevant.

For axial velocities below 1.5 m/s, the amplitude of the first oscillations is too large and a description based on the cross flow principle could give more accurate results for the first oscillations. The decrease of the added mass component with the axial velocity is still to explain.

FIGURE 6: FREQUENCY $f$ AND DAMPING RATE $\xi$ VS AXIAL VELOCITY. PRESENT EXPERIMENTS IN WATER TUNNEL

FIGURE 7: ADDED MASS AND DRAG COEFFICIENTS $C_m$ vs AXIAL VELOCITY $U$

Figures 8 and 9 shows the normal force coefficient at low pitch angles for the experiment in the air tunnel with two different normalisations. The present experiments have been repeated at three different axial velocities and are indexed with the Reynolds number associated to the incoming flow velocity: $Re = DU/v$. The results of the present experiments, carried out at Reynolds numbers between $Re = 19.10^3$ and $Re = 32.10^3$, are compared to the experimental data of Taylor ($Re = 7.10^3$) and Ersdal & Faltinsen [3] ($Re$ between $48.10^3$ and $120.10^3$).

A zoom at the small angles (Fig. 9) shows a fair agreement between the present experiments and the data of Ersdal & Faltinsen [3]. The discrepancy observed for the angles lower than 2° is probably due to the uncertainty measurement for small values of the force. The linearity of the normal force with the angle can be called questions beyond 6°. Moreover, the results do not seem to depend on the Reynolds number. in figure 8, the normal force is normalized with the product of the axial and lateral velocities. The present experimental data and
the experimental data of previous work [1, 3] are plotted together with the cross flow principle description. The results show that the cross flow principle cannot hold at small angles and that the normalisation with the product of the axial and lateral velocities is satisfying at angles below 6°. In the angle range where the transition between the turbulent and laminar states of the boundary layer is observed (for $\alpha$ between 10° and 20°), the experimental data of Ersdal & Faltinsen [3] shows that the normal force highly depends on the Reynolds number. This becomes less true for the cross flow principle area (for $\alpha$ beyond 20°).

For small angles, Ersdal & Faltinsen [3] showed that the normal force was too large to be only due to wall friction. Other mechanism are involved to create the normal force and have to be determined. In the experiments in the air tunnel, the lift and drag forces $P$ and $T$ are measured simultaneously. Both are plotted in figure 10 for the three Reynolds numbers of the experiment. It is shown that the drag force depends on the Reynolds number for small angles ($\alpha < 6^\circ$) and is almost constant between 0° and 10°. The lift force linearly increases between 0° and 6° and becomes non-linear beyond 6°. The Reynolds number has not a significant influence on the lift force.

The lift and drag forces are of the same order and their contribution to the normal force reads:

$$F_N = P(\alpha)\cos\alpha + T(\alpha)\sin\alpha.$$  \hfill (7)

Hence the normal force is mainly due to a lift force for which the origin has to be determined.

The results of the experiments realized with the cylinder in oblique flow can be used to build a quasi-steady representation. At small angles, it has been shown that...
the normal force mainly correspond to a lift and is proportional to the angle. Figure 8 highlights that the coefficient $C_d$ can be taken as constant at small angles with an average value around $0.1$. In the dynamic case, the drag term of the normal force expansion (Equation 4) can be written as function of the instantaneous angle $\alpha(t) \approx \dot{X}/U$ at small angles. The formulation of the normal force in the oscillating cylinder case is:

$$F_N = -C_m \frac{\rho_f \pi D^2}{4} \frac{d\dot{X}}{dt} - \frac{1}{2} \rho_f DC_d U^2 \alpha(t).$$  

(8)

The drag term of the expansion correspond to the one of the oblique cylinder case. Then the two coefficients $C_d$ identify the same term of the normal force and can be directly compared.

In figure 7, small angles configurations correspond to large axial velocities as the initial displacement is always the same. The average value of $C_d$ for axial velocities $U > 1.5 \text{ m/s}$ is around 0.18. The two coefficients found with the oscillating cylinder and the oblique cylinder experiments differ with almost a factor 2. This difference can be explained by the low accuracy of the measurements at small angles or by the influence of the ends of the cylinders.

CONCLUSION

The experimental results for the normal force exerted on a cylinder in an oblique steady flow are consistent with the results obtained by Ersdal & Faltinsen [3]. It is found that at small angles the normal force is proportional to both axial and lateral velocities. The experiments with an oscillating cylinder in an axial flow also show that the damping component of the normal force is proportional to the axial velocity and to the lateral velocity.

At small angles and low oscillation frequencies, the two approaches are equivalent and the damping coefficients $C_d$ can be compared. The values of the damping coefficient differ between the two experiments: in the oscillator setup, $C_d = 0.1$ and in the steady oblique flow setup, $C_d = 0.18$. End effects could be responsible for this difference and further work is needed to evaluate their contribution to the normal force.

For a cylinder oscillating in an axial flow at a low ratio of the lateral velocity to the axial velocity, the present work showed that the cross flow principle cannot hold: the normal force depends not only on the lateral velocity but also on the axial flow. Then, the expansions classically used to describe the normal force has to be modified to take into account the axial flow. The modified expansion proposed in the equation (4) provides a fair description of the damping term of the normal forces.

Further work is needed to better understand the variation of the added mass with the experiment parameters. The velocity pattern should be investigated with high speed PIV.
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ABSTRACT
In this work we examine the prospects for harvesting energy from flutter instabilities of a slender, flexible cylinder in an axial flow stream. We couple the fluid-solid model and include energy harvesting as curvature based damping. In the first instance we model the reduced order system comprising of an articulated rigid cylinder pair with discrete springs and dampers and demonstrate the scope for harvesting energy from flutter instabilities. Extending the study to a continuously varying system confirms the scope for energy harvesting. The numerical models are employed to find the optimal damping distributions and we see that the two configurations give very different results. We examine the subtle differences between the two apparently canonical configurations that lead to these differing optimals.

INTRODUCTION
The projected growth in global energy demands strongly motivates the interest in energy harvesting concepts, where the idea is to harness unconventional and previously untapped sources of energy. Concepts range from energy harvesting from tidal currents [1] and ocean waves [2] to energy scavenging from ambient vibrations in structures such as buildings and bridges and oscillatory motion of wheels in automobiles or turbines in engines to power sensors and mobile electronic devices [3]. Energy harvesting from fluid-structure interactions (FSI) include concepts such as vortex induced vibrations (VIV) of bluff bodies in a cross-flow [4], resonant vibrations induced in aerofoils mounted on elastic supports [5] and flutter of flexible plates [6, 7]. In this work we focus on harvesting energy from flutter instabilities of slender structures in an axial flow.

The classical description of flutter instabilities is self-sustained oscillations that arise due to the unstable coupling of fluid dynamic pressure and structural bending modes, where for undamped structures the critical speed at flutter onset depends on fluid as well as structural properties [8]. Flapping flags [9, 10] and fluttering panels [11] in a steady flow fall under the broad category of external flow based instabilities. Recent work by de Langre et al. [12] examined the onset and evolution of fluid-induced instabilities in slender structures (also see [13]).

In this work our objective is to evaluate the scope for harvesting energy from fluttering slender elastic structures. From the perspective of the fluid-solid system, energy harvesters act essentially as an energy sink, and in line with the theoretical point of view of this work, are modelled as curvature based damping. Noting that for the undamped case the reduced order system is a canonical model for a continuously varying system [14], in [15] we examined the scope to harvest energy in fluttering structures using a reduced-order model of a pair of slender cylinders connected with a curvature-based spring-damper pair. In [16] we analysed the continuous energy harvester configuration consisting of an elastic beam with a non-uniform distribution of damping. These studies led to the surprising result that the optimal for the bi-articulated configuration (peak damping at the fixed end) is very different from the continuous optimal (a damping distribution increasing with distance from the fixed end). In this paper we interpret and reconcile the results from these two harvester configurations.

This paper is organised as follows: we first examine the reduced order system and briefly develop the governing equations for a nonlinear articulated spring-damper-cylinder pair. We develop the fluid dynamics model for a
slender flexible structure, which includes the inviscid and viscous drag components. The power harvested is computed numerically and results from the numerical optimisation study are examined. Next we consider the continuous configuration: we develop the governing equations and model for nonlinear damping distributions and examine the optimal linear damping distribution. Finally we examine the origin of the subtle differences in configuration between the discrete and continuous systems, which lead to the different optimals.

**BI-ARTICULATED SYSTEM**

We consider the planar motion of a pair of rigid cylinders: the first cylinder is allowed to rotate about the fixed joint O and is connected to the second cylinder through the articulation P (see Fig. 1). These articulated joints give us a two degree of freedom configuration where \( \theta_1, \theta_2 \) are the angles through which the first and second cylinders rotate about an axis perpendicular to plane \((e_x, e_y)\) at joints O and P respectively. The energy harvesters are modelled as viscous dashpots with damping coefficients \((c_1, c_2)\), and we seek the combination that corresponds to the peak power. Cylinders of cross-sectional area \(A\), are modelled with equal lengths, \(L\), torsional spring stiffness, \(K\), and mass per unit length, \(\rho_A\). The slender structure is immersed in a stream of fluid of density \(\rho\) moving at mean speed \(U_\infty\), the motion of the structure is confined to the \((e_x, e_y)\) plane.

In this section we develop the system of equations required to model the fluid-structure system combined with the dampers/energy harvesters. Since fully developed flutter is a nonlinear phenomenon, the equations of motion are developed for large rotation angles. We nondimensionalise the system of equations in terms of the characteristic length, \(L\), mass, \(\rho_A L\), and time, \(t^* = (\rho_A L^3/K)^{1/2}\), the nondimensional flow speed is given as

\[
u = U_\infty (\rho_A L/K)^{1/2}. \tag{1}\]

**Governing equations**

We apply the conservation of momentum principle to derive the equations of motion for the pair of rotating rigid cylinders in contact [17]. This requires that the rates of change of linear momentum \((d\mathbf{p}/dt = m \mathbf{v})\) and angular momentum \((d\mathbf{L}/dt = \mathbf{\Omega} \times \mathbf{L})\) respectively balance the external forces and torques acting on a rigid body of mass \(m\), instantaneously at position vector \(\mathbf{r}\) (defined with respect to the fixed origin). Momentum balance leads to a pair of equations that in vector form give:

\[
\frac{d\mathbf{L}}{dt} = \mathbf{T}_k(\mathbf{X}) + \mathbf{T}_c(\dot{\mathbf{X}}) + \mathbf{T}_f(\mathbf{X}, \dot{\mathbf{X}}, \ddot{\mathbf{X}}). \tag{2}\]

\(\mathbf{L}\) is the angular momentum vector for the bi-articulated cylindrical system that balances the external forces and torques. \(\mathbf{T}_k\) and \(\mathbf{T}_c\) are the system stiffness and damping torques, respectively, and \(\mathbf{T}_f\) corresponds to the torque generated due to the locally acting fluid-dynamic force \(\mathbf{f}\). These expressions are defined in (12)-(15) (see [15] for a complete derivation). Solutions are sought in terms of variable \(\mathbf{X} = [\theta_1, \theta_2]^T\), where the dotted terms are differentiated in time.

**Fluid dynamic model**

For slender structures of diameter \(D \ll L\), the fluid force, \(\mathbf{f}\), can be decomposed into the reactive and resistive components, respectively \(\mathbf{f}^\prime\) and \(\mathbf{f}^\prime\). The reactive force \(\mathbf{f}^\prime\) is obtained from Lighthill’s Large Amplitude Elongated Body Theory [18] as:

\[
\mathbf{f}^\prime = -m_i \left( \frac{\partial (u_\text{s} \mathbf{n})}{\partial t} - \frac{\partial (u_\text{s} u_\text{n} \mathbf{n})}{\partial s} + \frac{1}{2} \frac{\partial (u_\text{n}^2 \mathbf{\tau})}{\partial t} \right), \tag{3}\]

and \(\mathbf{f}^\prime\) is obtained from Taylor’s resistive force theory [19]:

\[
\mathbf{f}^\prime = \frac{M^\prime}{2} \left( C_f u_\text{r} \mathbf{u} - C_d u_\text{n} |u_\text{n}| \mathbf{n} \right), \tag{4}\]

where \(\mathbf{u} = u_\text{r} \mathbf{f} + u_\text{n} \mathbf{n}\) is the solid’s local velocity relative to the incoming flow. We define the nondimensional mass

![FIGURE 1: Model of the bi-articulated cylindrical energy harvester (see text for description).](image-url)
ratio, $M^* = \rho DL/\rho_s A$, and nondimensional added mass, $m_a = M_a/\rho_s A$, with $M_a$ as the dimensional added mass per unit length. For details on the fluid model refer to [15, 16] and references cited therein. In the remainder of the paper, we assume a neutrally buoyant circular cylinder ($\rho = \rho_s$, $A = \pi D^2/4$, $m_a = 1$) with $D/L = 0.1$ ($M^* \approx 12.7$) for all subsequent calculations.

Model of energy harvesting

As noted energy harvesters are modelled in this system as viscous dashpots, with nondimensionalised coefficient $c_i$. To quantify the energy harvesting action we parametrise damping coefficients, $c_i$, and compute the nondimensional power harvested:

$$P = \frac{P}{\rho DL U_\infty} = c_1(\dot{\theta}_1^2) + c_2((\dot{\theta}_2 - \dot{\theta}_1)^2),$$

where $P$ is the mean dimensional harvested power and operator $\langle \cdot \rangle$ indicates time-averaging over a limit cycle oscillation of period $T$. In the next section we seek optimal values of the damping coefficients that yield maximum harvested power, $P$.

Results:

Eqn. (2) corresponds to a pair of second-order nonlinear ordinary differential equations in time with variables $\theta_1$, $\theta_2$. The equations are solved numerically using a Runge-Kutta ode45 solver in MATLAB with a relative error tolerance of $10^{-6}$. We fix the flow speed as $u = 2.45$, calculations are initiated with a perturbation from the rest state, the integration is stopped if either condition $\bar{\theta} < \pi/2$ or $|\theta_1| < \pi/2$ is violated.

Flutter instabilities in the undamped system

Prior to the analysis of energy harvesting we examine the flutter response of the undamped system ($c_i = 0$) in the absence of fluid dissipation ($C_f = C_d = 0$) and in Fig. 2(a) we show the system response to increasing flow speed, $u$. We calculate a critical flow speed of $u^* \approx 2.13$, below which the fluid acts to damp out disturbances imparted to the system. At $u^*$ the system undergoes a Hopf bifurcation and at higher velocities we see steady flutter oscillations. A physical picture of these oscillations are indicated in Fig. 2(b) where we superimpose snapshots of the bi-articulated cylinder at different instants during the oscillation cycle.

Power harvesting We now introduce structural damping in the configuration and calculate the power $P$ for combinations of $(c_1, c_2)$ that yield limit cycle oscillations. We fix the flow speed at $u = 2.45$, and select representative values for the drag coefficients ($C_f = 0.01$, $C_d = 1.0$).

In Fig. 3 we plot the power map in the $(c_1, c_2)$-parameter space; also indicated is the stability boundary.
that shows combinations of damping coefficients above which flutter oscillations are damped out. A key point to note is that peak power lies on the $c_1$ axis, indicating that a dashpot at the moving articulation is far less effective in harvesting power than one at the fixed end. The expression (5) indicates that structural damping increases the proportion of power harvested, however the very process of energy harvesting necessarily mitigates the oscillatory response. The challenge is in identifying an optimal balance between these competing effects.

The results show the scope for harvesting energy from slender fluttering structures. For this system the optimal configuration that maximises power is one with harvesters concentrated at the fixed end of the configuration, and this result is invariant to variations in flow speed, mass ratio ($m_a$) and viscous drag coefficients. In the next section we use these insights to examine a fluttering beam with a continuous distribution of damping.

**CONTINUOUS SLENDER STRUCTURE**

We consider a cantilevered (clamped-free, fixed at $O$) slender structure (see Fig. 4) of length $L$ with crosswise dimension $D$, density $\rho$, stiffness $B$, and nonuniformly varying structural damping $B'(s)$. The equations for the continuous system, are nondimensionalised by the system scales: $\rho$, $L$, $U_\infty$.

**Governing equations**

The flexible structure is modelled as an inextensible Euler-Bernoulli beam, where $\mathbf{r}(s)$ is the position vector in the fixed coordinate system $(\mathbf{e}_x, \mathbf{e}_y)$, and $s$ is the curvilinear coordinate. At each point along the beam, the orientation $\mathbf{e}_z(s,t)$ is defined as the angle of the tangent vector $\mathbf{t}(s,t)$ with the horizontal; $\mathbf{n}$ is the local normal. The nonlinear equation of motion for the beam subjected to a fluid force, $\mathbf{F}$, is:

$$
\frac{1}{M^*} \frac{\partial^2 \mathbf{r}}{\partial t^2} = \frac{\partial}{\partial s} \left\{ \mathbf{v} \mathbf{t} - \frac{1}{M^* U_\infty^2} \left[ \frac{\partial^2 \theta}{\partial s^2} + \frac{\partial}{\partial s} \left( \xi(s) \frac{\partial^2 \theta}{\partial s \partial t} \right) \right] \mathbf{n} \right\} + \mathbf{F},
$$

(6)

where the inextensibility condition $\partial \mathbf{r}/\partial s = \mathbf{t}$ is satisfied with the internal tension, $\mathbf{v}(s,t)$. The nondimensional damping is given by $\xi(s) = U_\infty B'(s)/(BL)$. The clamped-free boundary conditions must also be satisfied, namely at the fixed end ($s = 0$):

$$
\theta = 0, \quad \mathbf{r} = 0,
$$

(7)

and at the free end ($s = 1$):

$$
\frac{\partial \theta}{\partial s} + \xi \frac{\partial^2 \theta}{\partial s \partial t} = 0, \quad \frac{\partial^2 \theta}{\partial s^2} + \frac{\partial}{\partial s} \left( \xi \frac{\partial^2 \theta}{\partial s \partial t} \right) = 0, \quad \mathbf{v} = 0. \quad (8)
$$

For consistency with the bi-articulated system we define an equivalent nondimensional flow speed, $U^* = U_\infty L (\rho A/B)^{1/2}$; as before $A$ is the cross-sectional area of the structure, and $M^*$ the nondimensional mass ratio. We employ the same fluid model as for the discrete system (3)-(4), the nondimensionalised fluid forces for the two configurations are related by $\mathbf{F} = (\mathbf{F}^* + \mathbf{F}^*/M^*)$. Moreover in [15] we found that friction drag has a rather small effect on the system response; therefore here we only include the parasitic drag ($C_f = 0, C_d = 1$).

**Energy harvester model**

The energy harvesting is modelled as strain-based damping $\xi(s)$, and we obtain a similar expression for nondimensional power harvested at the damper as for the discrete case:

$$
\mathcal{P} = \frac{\mathcal{P}}{\rho DLU_\infty^2} = \frac{1}{M^* U_\infty^2} \int_0^1 \xi(s) \langle \kappa^2 \rangle \, ds, \quad (9)
$$

where as before $\mathcal{P}$ is the mean dimensional harvested power, and $\kappa$ is the time derivative of the local curvature $\kappa$. We characterise the intensity and distribution of damping with:

$$
\xi_0 = \int_0^1 \xi(s) \, ds, \quad \text{and} \quad \xi(s) = \xi(s)/\xi_0. \quad (10)
$$

Eqn. (10) allows us to independently evaluate the impact on the system response of the amount of damping ($\xi_0$) and its distribution in the structure.
Results

**Numerical model**  Expanding $\theta$ in terms of orthogonal Chebyshev polynomials in $s$, Eq. (6) is solved numerically together with Eqs. (7)–(8), using an iterative second-order implicit method in time [20]. In the numerical implementation the beam and the fluid are initially at rest; the flow speed is ramped up to its steady state value and a small perturbation is applied to the vertical flow, and at each time step we ensure conservation of energy is satisfied within an acceptable tolerance (see [16] for details).

**Flutter response for an undamped beam**  As for the discrete case we first examine the undamped flutter response and plot the system response for increasing nondimensional flow speed in Fig. 5. The critical flow speed at which flutter ensues is verified from linear stability analysis. For the energy harvesting computations we choose a flow speed of $U^* = 13$.

**Figure 5**: (a) Maximum deflection $y_{\text{max}}$ (solid) and orientation $\theta_{\text{max}}$ (dashed) of the free end as a function of flow speed $U^*$. (b) Snapshots of the beam response for $U^* = 10, 13$ and 19 (from top to bottom).

**Figure 6**: Power computations for a linear damping distribution (11): (a) Power contours $P$ for varying $\xi_0$ and $\xi_1$. (b) Rescaled harvested power $P/P_h^{\text{max}}$ as a function of the damping intensity $\xi_0$ for linearly decreasing ($\xi_1 = -2$, dashed), constant ($\xi_1 = 0$, dotted) and linearly increasing ($\xi_1 = 2$, solid) damping distributions.

**Model of energy harvesting**  Based on the results from the bi-articulated configuration we seek distributions that are allowed to vary along the length of the beam. Here we examine a simple nonhomogeneous distribution of damping of the form:

$$\xi(s) = \xi_0(1 + \xi_1(s-1/2))$$

characterised by two coefficients, the total damping, $10^{-3} < \xi_0 < 10$, and slope, $-2 \leq \xi_1 \leq 2$. Operating on the $(\xi_0, \xi_1)$-parameter space, Fig. 6(a) shows the variation of harvested power $P$. In Fig. 6(b) we plot the rescaled power $P/P_h^{\text{max}}$, where $P_h^{\text{max}}$ is the peak harvested power for a constant distribution of damping ($\xi_1 = 0$). The figure shows that for $\xi_1 = 2$ the peak harvested power is enhanced by almost 50% compared to the constant distribution case. Thus the optimal linear damping distribution is one that increases with distance from the free end.

As for the discrete case we first examine the undamped flutter response and plot the system response for increasing nondimensional flow speed in Fig. 5. The critical flow speed at which flutter ensues is verified from linear stability analysis. For the energy harvesting computations we choose a flow speed of $U^* = 13$. 

**Figure 6**: Power computations for a linear damping distribution (11): (a) Power contours $P$ for varying $\xi_0$ and $\xi_1$. (b) Rescaled harvested power $P/P_h^{\text{max}}$ as a function of the damping intensity $\xi_0$ for linearly decreasing ($\xi_1 = -2$, dashed), constant ($\xi_1 = 0$, dotted) and linearly increasing ($\xi_1 = 2$, solid) damping distributions.

**Model of energy harvesting**  Based on the results from the bi-articulated configuration we seek distributions that are allowed to vary along the length of the beam. Here we examine a simple nonhomogeneous distribution of damping of the form:

$$\xi(s) = \xi_0(1 + \xi_1(s-1/2))$$

characterised by two coefficients, the total damping, $10^{-3} < \xi_0 < 10$, and slope, $-2 \leq \xi_1 \leq 2$. Operating on the $(\xi_0, \xi_1)$-parameter space, Fig. 6(a) shows the variation of harvested power $P$. In Fig. 6(b) we plot the rescaled power $P/P_h^{\text{max}}$, where $P_h^{\text{max}}$ is the peak harvested power for a constant distribution of damping ($\xi_1 = 0$). The figure shows that for $\xi_1 = 2$ the peak harvested power is enhanced by almost 50% compared to the constant distribution case. Thus the optimal linear damping distribution is one that increases with distance from the free end.
We note that the function family (11) corresponds physically to a dispersed distribution, and the damping is significant over the entire length of the structure. Inspired by the discrete optimal that has damping concentrated at the fixed end, in [16] we optimised on a family of Gaussian distributions, where the mean position on the beam and the Gaussian spread were the optimisation parameters. Despite these different families of functions we converged on a dispersed distribution that confirms the results in Fig. 6. Therefore in contrast to the bi-articulated system, for a continuously varying system we find that a dispersed distribution of damping generates higher peak power than a focused distribution.

COMPARISONS AND CONTRASTS: Discrete vs. continuous systems

In this work, we considered the possibility of harvesting energy from a slender body fluttering in an axial flow, in particular the impact of harvester-distribution on the performance of the system and resulting optimisation strategies. To this end, a simplified fluid-solid model was proposed with energy harvesting represented as curvature based damping.

We first investigated the reduced-order system comprising of a spring-damper-cylinder pair in an axial flow stream. The model demonstrates the scope for energy harvesting, furthermore we find that a single harvester positioned at the fixed end can optimally extract power from the system. Conversely, an additional dashpot at the moving articulation suppresses the flutter instability and considerably diminishes the total harvested power. An investigation of the continuously varying system confirms the scope to harvest energy. However we find that to maximally harvest power, damping that is dispersed along the length of the beam is superior to a focused distribution. Furthermore, an increasing distribution of damping enhances the peak harvested power by approximately 50%, over that for a constant distribution.

To reconcile the differing optimal solutions between these two apparently canonical systems, we note that curvature in the system drives the instability for both configurations. Whilst the bi-articulated system has only one source of instability (the second articulation), deformations can occur all along the length of the beam in the continuous system. As damping acts to suppress the instability locally, for the continuous system the flutter instability can be maintained as long as the fluttering beam can adapt to locally rigidify the structure at the position of high damping. Conversely for the discrete case where there is one sole source of curvature that sustains the flutter instability in the entire system, oscillations are quickly suppressed if damping is added at the same curvature. Thus although the system response to damping is identical in both systems, a careful examination of the dynamics of the different configurations is necessary to predict the optimal harvester distribution.
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Appendix A: Expressions for the discrete system

The terms in Eqs. (2) are defined in this section. We define the rate of change of angular momentum about point $P$ and $O$ respectively as:

$$\dot{L}^P = \left( \frac{\dot{\theta}_2}{3} + \frac{\dot{\theta}_1}{2} \cos(\theta_2-\theta_1) + \frac{\dot{\theta}_2^2}{2} \sin(\theta_2-\theta_1) \right),$$

$$\dot{L}^O = L^P + \left( 4 \frac{\dot{\theta}_1}{3} + \frac{\dot{\theta}_2}{2} \cos(\theta_2-\theta_1) - \frac{\dot{\theta}_2^2}{2} \sin(\theta_2-\theta_1) \right),$$

and $dL/dt = [L^O - L^P, L^P]^T$. Note that this recombination of the two equations leads to significantly simpler expressions.

The contribution from the restoring torsional springs is linear thus the angular moment transferred to the joints is given as,

$$T_k^p = - (\dot{\theta}_2 - \dot{\theta}_1),$$

$$T_k^o = - \dot{\theta}_1 = T_k^p - (2 \dot{\theta}_1 - \dot{\theta}_2).$$

and $\mathbf{T} = [T_k^p - T_k^p, T_k^p]^T$.

From the Kelvin-Voigt model the angular moment transferred to the joints for dampers with coefficients, $c_1$ and $c_2$ at $P$ and $O$ respectively are:

$$T_c^p = - c_2 (\dot{\theta}_2 - \dot{\theta}_1),$$

$$T_c^o = - c_1 \dot{\theta}_1,$n

$$= T_k^p - (c_1 \dot{\theta}_1 - c_2 (\dot{\theta}_2 - \dot{\theta}_1)),

and $\mathbf{T}_c = [T_c^p - T_c^p, T_c^p]^T$.

Fluid torque vector $\mathbf{T}_f = \mathbf{T}_{f,v} + \mathbf{T}_{f,i}$, where the first term is the contribution from the viscous drag or resistive forces and the second term is the inviscid or reactive force contribution. For brevity we do not include the viscous components. The contribution of the reactive flow forces to the fluid torques at the two articulations is given by,

$$T_{f,i}^p = - m_a \left\{ \dot{\theta}_1 \left( \frac{\dot{\theta}_1}{3} - \frac{\dot{\theta}_2}{2} \cos(\theta_2-\theta_1) \right) + \frac{\dot{\theta}_2^2}{2} \sin(\theta_2-\theta_1) \right\},$$

$$T_{f,i}^o = T_{f,i}^p - m_a \left\{ \dot{\theta}_1 \left( \frac{1}{3} + \cos^2(\theta_2-\theta_1) \right) + \frac{\dot{\theta}_2^2}{2} \cos(\theta_2-\theta_1) \right. \right.$$

$$+ \dot{\theta}_1 \left( \frac{\dot{\theta}_1}{2} - \frac{\dot{\theta}_2}{2} \right) \sin(\theta_2-\theta_1)

$$+ u \left[ \dot{\theta}_1 \cos(\theta_1 + 2\theta_2 \cos(\theta_2-\theta_1)) \right] \right\} + T_{\text{jump}},$$

where $m_a$ is the nondimensionalised added mass. $T_{\text{jump}}$ is the contribution of the inviscid fluid dynamics over the corner, $P$, is:

$$T_{\text{jump}} = - m_a \left( a_o + a_1 u + a_2 u^2 \right)$$

(16)
where

\[ a_o = \frac{\dot{\theta}_1^2}{2} \left( -\cos^2(\theta_2 - \theta_1) \sin(\theta_2 - \theta_1) \right), \]
\[ a_1 = \dot{\theta}_1 \left( \cos^2(\theta_2 - \theta_1) \cos \theta_2 - \cos \theta_1 \right) \]
\[ a_2 = \frac{1}{2} \left( \sin \theta_2 \cos \theta_1 + \frac{1}{2} \sin 2\theta_2 \cos(\theta_2 - \theta_1) \right. \]
\[ - \sin 2\theta_1 \right) \]  

(17)

and the inviscid fluid moment vector is,

\[ T_{f,i} = [T_{f,i}^o - T_{f,i}^p, T_{f,i}^p]^T. \]
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Flow-Induced Vibration and Noise, and the physical parameters which control them, are of significant importance to design engineers and operators of systems in a wide range of industries ranging from aerospace, automotive and civil engineering to marine structures, electricity generation and chemical processing. The potential of these phenomena to cause catastrophic failure to engineering systems and unacceptably high levels of environmental and occupational noise has motivated significant effort to understand and mitigate these problems in the interests of human safety. FIV2012 is the tenth in a series of international conferences on Flow-Induced Vibration which started at Keswick in 1973. These proceedings present almost 100 papers on the current research of some of the most experienced researchers in the field working in both academia and industry.